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Abstract—Wireless Sensor Networks (WSNs) are gaining
popularity in various applications, including environmental
monitoring, healthcare, and security surveillance. However,
ensuring the security of WSNs is challenging due to resource
limitations and dynamic nature of WSNs. Location-based
security management has emerged as an effective approach to
enhance WSN security by leveraging node location information
to mitigate security threats. A hybrid Qlearning-PSO-AES
technique for location-based security management in WSNs
has been proposed in this paper. The proposed technique
incorporates location information, dynamic trust evaluation,
and advanced encryption algorithms to enhance WSN security.
In this proposed work, the Qlearning algorithm is applied to
learn the node's current state, including position and velocity,
and to estimate trust values of nodes based on their past
interactions. The PSO algorithm is used to determine the
optimal placement of sensor nodes within the network,
optimizing network lifetime, coverage, connectivity and energy
consumption. Furthermore, the optimal solution obtained from
PSO, represented by the best fitness value, is utilized for
selecting encryption keys in the AES algorithm. The encryption
keys are dynamically updated based on node movement to
enhance WSN security. Simulation results clearly demonstrate
that the proposed technique not only enhances the security of
WSNs but also optimizes network performance, making it well-
suited for real-world applications in various domains.

Keywords—wireless sensor network(WSN), Objective Function,
Localization, Security, Particle Swarm Optimization (PSO),

Advanced Encryption Security Algorithm(AES), Qlearning.

I. INTRODUCTION

WSNs consist of small, low-cost, and low-power
independent sensor nodes that communicate with each
other to collectively gather and process data from the
surrounding environment [1]. The Fig.1 dipicts the
architecture of WSN.
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Fig. 1. Architecture of WSN

Wireless sensor networks have gained significant attention
in recent years due to their wide range of applications in
various domains such as environmental monitoring,
surveillance, healthcare, and industrial automation.
Although WSNs play a crucial role in various applications,
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and their distributed and resource-constrained nature poses
several challenges. Challenges in WSN include: Limited
resources, Energy efficiency, Scalability, Communication
reliability, Data aggregation and fusion, Localization and
positioning, Network dynamics, Quality of Service (QoS)
and integration with other networks etc. Addressing these
challenges requires innovative solutions and careful trade-
offs to optimize performance, energy efficiency and
security in WSNs. The proposed algorithm mainly
concentrate on two main challenges of WSNs i.e.
localization and security. Localization [2] is an important
issue in WSN, and accurate localization is essential for
many applications like target tracking, object localization,
environment monitoring etc. that rely on precise location
information in WSNs. Security [3] of communication in
WSN is a critical issue that needs to be addressed. Due to
the limited computational resources of the sensors, it is a
challenging to implement robust encryption algorithm.
This paper proposes a hybrid approach that combines the
Qlearning-PSO-AES algorithms to achieve enhanced
location based energy efficient secured communication
over WSNs. The proposed work can be effectively used in
certain applications within the context of Wireless Sensor
Networks (WSNs) like Intrusion Detection Systems (IDS),
Environmental ~Monitoring, Target Tracking and
Localization, Traffic Monitoring and Control etc. Section
IT describes Related Work, section III describes Proposed
Work, section IV describes Simulation Setup and Results.
Followed by Conclusion, Future Scope and References at
the end.

II. RELATED WORK

The relevant methods such as localization, security, and the
Qlearning Algorithm are discussed in this section.

A. Localization

The Localization algorithms [4] are of great significance
in WSNs as they enable node positioning, coverage
optimization, efficient geographic routing etc. Localization is
a key issue for WSNs as it determines the location of sensor
nodes within a particular area. It is essential for many
applications such as target tracking, object location,
perimeter monitoring [5] [6] etc. Localization issues in
WSNs arise due to limited communication range, limited
computational resources, inaccurate range measurement and
mobility of nodes.
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TABLE I. COMPARISON OF VARIOUS LOCALIZATION TECHNIQUES USED IN
SPECIFIC APPLICATION

Method Expenditure Accuracy Energy. Ham.iware
cansumptl(m size
Include GPS Additional Max Low Large
amount
Exclude GPS Less Avg Medium Small
Centralized Based on Max Low Based on
type type
Decentralized Based on Min High Based on
type type
AOA Additional Min Medium Large
amount
TOA Additional Avg Low Large
amount
RSSI Less Avg High Small
PSO Less Max High Small

Table I gives comparison of location methods that are
currently used [7] and based on analysis, it is found that
PSO is the best localization algorithm. PSO [8] is a
metaheuristic algorithm used for optimization problems. It is
used to find the optimal placement of sensor nodes in the
network to achieve the required objectives.

In WSNs, the position of a particle represents the
location of a sensor node, and the velocity represents the
movement of the node in the network. The fitness function
in PSO [10] is used as optimal solution that meets the
required objectives which is defined as a combination of
network lifetime, coverage, connectivity, and energy
consumption. Each particle in the swarm has a position and
velocity in the solution space. The position of a particle
represents a potential solution to the problem, and the
velocity determines the direction and magnitude of the
movement of the particle in the solution space.

The PSO algorithm begins by randomly initializing each
particle's position and speed in the target area. The
algorithm then evaluates the fitness of each particle using
the fitness function. Each particle maintains its own
(Personal Best) pbest value, which represents the best
objective function value or fitness achieved by that particle.
PSO also determines gbest (Global Best), the location in the
search space with the best objective function value or fitness
among all the particles. The following equations are used to
update each particle's velocity and position:

v it+1) =w *v_i(t) + cl *rl * (pbest i-x_i(t) + c2 *
r2* (gbest - x_i(t)) W

xX_i(t+1) =x_i(t) +v_i(t+1) 2)

Wherev_i(t) is the velocity of particle i at time t, x_i(t) is
the position of particle i at time t, pbest i is the best-known
position of particle i, gbest is the best-known position among
all particles, the inertia weight w , the acceleration constants
cl and ¢2 , and the random numbers rl and r2 are in
between 0 and 1.

The PSO algorithm iteratively updates the position and
velocity of each particle and hence pbest and gbest until the
stopping criterion is met. The stopping criterion is usually

based on a maximum number of iterations or a desired
fitness value.

B. Security

With WSNe, it is very challenging to meet high-security
requirements with constrained resources. The security issues
include node authentication, data confidentiality, anti-
compromise and resilience against traffic analysis, Integrity,
Availability, Privacy and physical security [9]. Addressing
these security issues requires the use of cryptographic
algorithms, access control mechanisms, and intrusion
detection systems [7] [11].

Table II gives information about the comparative
analysis of existing security mechanisms in WSN. From the
comparative analysis it is found that the Advanced
Encryption Standard (AES) [7] [12] is the best security
mechanism due to its high block length and various key
lengths.

TABLE II. COMPARISON OF VARIOUS ENCRYPTION ALGORITHMS

Block .
Encryption Release . NO. of
algorithms Date leng th Key length(bit) cycles
(biv)
XXTEA 1998 64 128 32
SAFER K-64 1993 64 64 6,10
DES 1977 64 56 16
AES 2002 128 128,192,256 10,1214

AES is a widely-used symmetric encryption algorithm
that can be used in wireless sensor networks (WSNs) to
provide secure communication between nodes. AES is a
block cipher algorithm that operates on fixed-length blocks
of data, with a block size of 128 bits. In AES, the encryption
and decryption keys are the same. The key size can be 128,
192, or 256 bits. The strength of encryption increases with
key size.AES is considered a secure encryption algorithm
for WSNs because it provides strong encryption with a
relatively low computational overhead. This is important for
resource-constrained WSN nodes, which may have limited
processing power, memory, and battery life.

C. Qlearning Algorithm

In this proposed work, the Qlearning is used to learn the
best action (velocity) for each state (position + velocity) in
the PSO algorithm and Q-learning also estimate trust values
of nodes based on their past interactions. Qlearning [13] is a
model-free reinforcement learning algorithm that enables an
agent to learn an optimal policy in a Markov Decision
Process (MDP) through trial and error. It is based on the
concept of estimating the value of state-action pairs, known
as Q-values, and updating the iteratively based on observed
rewards [14]. In Qlearning, the agent engages with
environment by taking actions & receiving rewards. The
agent's goal is to learn the optimal policy that maximizes the
cumulative rewards over time. The Q-values represent the
expected return for taking a particular action in a specific
state. The Qlearning algorithm [15] iteratively updates the Q-
values using the following update rule.

O6,a) =(1-a) *Ofs, a) + o * (r +y *max(Q(s’, @) (3)
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In the above equation

1. Q(s, a) represents the Q-value of taking action a in state s.

2. o (alpha) is the learning rate, which controls the weight
given to the new information compared to the existing
Q-values.

3. ris the immediate reward obtained after taking action a in
state s.

4. vy (gamma) is the discount factor that determines the
importance of future rewards compared to immediate
rewards.

5. Max (Q(s', ")) denotes the maximum Q-value achievable
for the action a' in the next state s'.

The Qlearning algorithm starts with initializing the Q-values
arbitrarily or with some predefined values. Then, it
repeatedly interacts with the environment, observes the
current state, takes an action based on an exploration-
exploitation strategy (e.g., epsilon-greedy), receives a
reward, and transitions to the next state. After each
transition, the Q-values are updated using the update rule.
Over time, as the agent explores the environment and
accumulates experience, the Q-values gradually converge
towards the optimal Q-values, which correspond to the
optimal policy. The agent learns to choose actions that
maximize the expected cumulative rewards, balancing
between exploration (trying new actions) and exploitation
(choosing actions with high Q-values).

III. PROPOSED WORK

Lack of adaptability, insufficient exploration and
exploitation, lack of security and limited trust management
are some of the limitations of existing models. Majority of
these limitations are addressed in this proposed work. The
proposed hybrid Qlearning-PSO-AES key management
technique for location-based security management in WSNs
integrates the Qlearning algorithm, Particle Swarm
Optimization (PSO) algorithm and Advanced Encryption
Standard (AES) algorithm. The proposed work involves
incremental way of development with two stages. In the first
stage hybrid PSO-AES algorithm is implemented and
Qlearning-PSO-AES algorithm in the second stage.

A. Hybrid PSO-AES

In the first stage, PSO mechanism is used to find the
optimal placement of sensor nodes in the network to
optimize the network lifetime, coverage, connectivity, and
energy consumption. Additionally, the optimal solution
obtained from PSO, represented by the global best fitness
value (gbest), is utilized for selecting encryption keys for the
AES algorithm and the key is updated dynamically as per the
node movement to enhance the security of the WSN. The
proposed hybrid encryption scheme provides several
benefits. Firstly, the use of PSO is to generate the AES key
to provide a more secure key that is harder to crack.
Secondly, the PSO algorithm can optimize the key
generation process, reducing the computational overhead
associated with generating keys. Finally, the AES provides a

highest level of security and efficiency, ensuring that the data
is securely transmitted over the network.

B.  Qlearning-PSO-AES

In this stage Qlearning mechanism is applied to the
above Hybrid PSO-AES algorithm. Qlearning algorithm, a
reinforcement learning technique, enables sensor nodes to
learn from their interactions with the environment and make
informed decisions, leading to improved performance and
convergence towards better solutions.

Fig.2 depicts the flowchart for implementing the proposed
Qlearning-PSO-AES algorithm.

Generate objective function related to the application

v

Initialize the required parameters.
(i.e. max no. of nodes, iterations, pbest,trust
score,gbest, target area)

il

Find fitness of each node (pbest)

I

v
Calculate the best fitness (gbest) among all
the nodes in the targeted area

v

Generate an encryption key using gbest
and trust score

v

Use AES algorithm to encrypt/decrypt data

v

Update position, velocities & trust score
using Qlearning

Is
iteration>max
iteration?

Fig.2. Flow diagram of QLearning-PSO-AES

The Qlearning-PSO-AES mechanism consists of the

following steps:

i. Define the problem for the required WSN Application.
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ii. Define the objective function based on problem defined
keeping in view on mainly minimizing Energy
Consumption and maximizing coverage area.

iii. Initialization.

*  Number of Nodes.

*  Maximum number of iterations.

* pbest, gbest &Trust score

* Lower bound & Upper bound of simulation arca

iv. Find the fitness value(pbest) of each node using objective
function

v. Calculate the gbest (position & fitness) using PSO
Algorithm that gives the position in the search space that
has the best objective function value among all the nodes
in the targeted area

vi. Generate an encryption key using gbest and  trust score

vii. Use AES algorithm to encrypt/decrypt data using trust
key.

viii. Using Q-learning mechanism, update the velocity,
position and trust score of each node to move towards
gbest position

ix. Repeat steps iv to vii till the completion of all the
iterations/Maximum number of Nodes.

IV. RESULTS AND DISCUSSION

Simulations were performed using python IDE (Pycharm) to
evaluate the performance of the proposed algorithm
.Simulations are run using different parameter settings that
leads to the optimal solution. The simulation parameters
provided in Table III define the specific characteristics and
constraints of the wireless sensor network (WSN) for the
proposed Qlearning-PSO-AES algorithm. The learning rate
(Alpha) determines the impact of new information on the Q-
values, the discount factor (Gamma) influences the
importance of future rewards, and the exploration rate
(Epsilon) controls the balance between exploration and
exploitation in the Q-learning process. The cognitive
constant (C1), social constant (C2), inertia weight (W), and
random numbers (rl, r2) are used to influence the velocity
update and exploration-exploitation trade-off during
optimization. By configuring these parameters, the algorithm
is evaluated under different scenarios and conditions to
assess its performance and effectiveness in optimizing
WSNE.

A.  Simulation Parameters
TABLE III: Simulation Parameters

Target Area 100m*100m

Sensor Nodes 10,20,30,40,50,60
Maximum Iterations, 100,150,200,250,300,350
Learning Rate (Alpha) 0.1

Discount Factor (Gamma) 0.9

Exploration Rate (Epsilon) | 0.1

Transmission range 10m

Energy Threshold. 5]

Data packet 1024 bits

Transmission energy 0.1J

Receiving energy 0.1J

Idle energy 0.05J

Encryption Key Size 256

C1(Cognitive constant) 1

C2(Social constant) 1

W 0.5

rl,r2 Random number between 0 to 1

In this proposed approach simulations are carried out by
varying the number of nodes from 10-60 to verify the ability
to handle computational complexity. In order to improve
performance, simulations are also run with iterations ranging
from 100 to 350.

B.  Results& Analysis

Simulation results are analyzed to understand the
performance of the proposed approach using the following
performance metrics.

e Scalability: It refers to the ability of the proposed
algorithm to handle increasing amounts of data without
significant performance degradation.

e Convergence speed: It indicates how quickly the
algorithm reaches a desired or optimal solution.

e Energy consumption: The total energy utilized in
computational and communication process while
obtaining the desired solution

o Efficiency: It is a measure of how well it balances the
trade-off between solution quality, convergence speed,
computational complexity, and scalability.

The results obtained by varying number of nodes from 10
to 60 are shown in Fig 3 to Fig 6.
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Fig.3. Number of Nodes v/s Convergence speed

Qlearning-PSO-AES algorithm performs better over PSO-
AES in terms of efficiency, scalability and convergence
speed because Qlearning enhances the optimization process
by incorporating reinforcement learning techniques.
Qlearning-PSO-AES consumes comparatively more energy
as it involves complex computations due to the integration of
PSO, AES and Qlearning techniques. As number of nodes
increases efficiency, energy consumed increases where as
convergence speed and scalability decreases due to several
factors like increased communication overhead, resource
constraints, and limited global knowledge, synchronization
and coordination challenges. With increasing nodes, the Q-
table that stores the Q-values may become larger and more
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complex, requiring additional memory and computational

resources.

Line graph of Energy Consumed
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The results obtained the by varying iterations from 100 to

350 are shown in Fig 7 to Fig 10.
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Line graph of Energy Consumed
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Qlearning-PSO-AES algorithm enables sensor nodes to learn
from their interactions with the environment and make
informed decisions, leading to improved performance and
convergence towards better solutions compared to hybrid
PSO-AES algorithm. With increasing number of iterations
efficiency increases and Convergence speed decreases
because more iteration allows the algorithm to converge
towards a better solution or optimize its performance.
Scalability decreases and energy consumption increases due
to factors such as the communication overhead,
computational complexity and resource constraints.

V. CONCLUSION AND FUTURE SCOPE

The proposed hybrid Qlearning-PSO-AES key
management technique for location-based security
management in Wireless Sensor Networks (WSNs)
leverages the strengths of Qlearning, Particle Swarm
Optimization and Advanced Encryption Standard algorithm.
By combining these three techniques, the Qlearning-PSO-
AES algorithm addresses some limitations of existing
approaches and offers several benefits. It provides a more
efficient and robust optimization process, allowing WSNs to
achieve better performance in terms of energy efficiency,
coverage, and network lifetime. Moreover, the algorithm
enhances the security of data transmission by protecting
sensitive information from unauthorized access. The results
demonstrated that this approach achieves better security and
energy efficiency.

Trust management is an essential aspect of WSNs
to ensure the reliability of data and nodes. Qlearning-PSO-
AES does not explicitly address trust management, which
can be crucial in WSNs to detect and mitigate malicious or
compromised nodes. This work can be enhanced further by
incorporating  trust ~management mechanisms into
Qlearning-PSO-AES algorithm to support trustworthiness of
the system.
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Abstract - The largest and most vital part of the human bodly is skin and any change in the features of skin is termed as a skin lesion.
The paper considers granular parakeratosis lesion that is an epidermal reaction occurring due to the disorder of keratinization, and
mainly seen in intertriginous areas. The manual inspection of the lesion features is a bit cumbersome due to which an automated
system is proposed in this paper. The main goal is to determine the size and depth of granular parakeratosis lesions using the proposed
ensemble algorithm, partition clustering and region properties method. As a flow of the proposed model, segmentation is done using
U-net with binary cross entropy, features are extracted using partition clustering and region properties method, and classification is
done using SVM 10-fold model. The proposed feature extraction method estimates the depth and absolute size of K lesions in each image
by predicting the absolute height and width of the lesion in terms of pixel square. After extracting the features, classification is done,
thereby obtaining an accuracy of 95%, sensitivity and specificity of 100%. The proposed model provides better performance compared
to state-of-the-art models. The main application of this automated system is in dermatology field where some skin lesions have same
features which makes the experts to diagnose the disease incorrectly. If the proposed system is incorporated, diagnosis can be done in an
effective manner considering all the relevant features.

Keywords: U-net with Binary Cross Entropy, Partition Clustering, Region Properties, Depth and Absolute Size, SVM 10-fold

1. INTRODUCTION

Granular parakeratosis appears as red or brown hy-
perkeratotic papules or plaques in intertriginous areas.
Patients of various ages have been diagnosed with the
illness, and is more common in women than in men [1].
Granular parakeratosis was once assumed to be a con-
tact dermatitis caused by hygiene products like deodor-
ants and antiperspirants; however, cases have been doc-
umented even without the application of any personal
hygiene products in the affected areas, ruling out con-
tact dermatitis as the cause [2]. Other intertriginous and
non-intertriginous body parts, such as the face, have
also been reported to develop granular parakeratosis.

Volume 13, Number 8, 2022

As described above, Granular parakeratosis is a type of
skin disease. For the diagnosis of such type of diseases,
most of the dermatologists rely on traditional methods.
Though these methods have shown improved perfor-
mance, they are still not feasible for a variety of factors
such as a large number of patients, infrastructure, tech-
nical equipment, etc. Further, granular parakeratosis
shares many of the characteristics of benign lesions in
its early stages, making it difficult to distinguish. Experts
find it difficult to detect the disease with the naked eye.
Also, the diagnosis process is quite challenging as the
analysis depends on the clinical expertise of the experts.
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To overcome this problem, there is a requirement of
an automated system that can adapt to technological
advancements in the discipline of dermoscopy and
assist specialists in detecting lesions accurately and
giving a better path to diagnosis. Computer-aided di-
agnosis (CAD) systems use a variety of machine learn-
ing techniques for extracting the features from a given
lesion dataset. Several texture analysis techniques like
Principal Component Analysis (PCA) and Gray-Level
Co-Occurrence Matrix (GLCM) have recently been pre-
sented in this arena, and their models have gained
widespread acceptance for feature extraction, result-
ing in enhanced classification [3]. These techniques
adopt dermoscopic images and are able to detect the
most required features of the affected area.

“The malignant and benign lesions are classified us-
ing several feature extraction algorithms such as the
ABCD rule, the seven-point checklist method, three-
point checklist, and CASH algorithm. The ABCDE rule
(Asymmetry, Border, Color, Diameter, Evolve), the
7-point checklist, and the Menzies technique are three
clinical diagnosis methods used by dermatologists to
distinguish melanoma from nevus [4]. These feature
extraction techniques are dependent on lesion color,
shape, geometry, texture, and structure [5]. An impor-
tant screening tool for the detection of melanoma with
accurate sensitivity and specificity is ABCD [6]".

Feature extraction is regarded as a necessary tool for
properly analysing an image. Many authors explored a
variety of features for classification as explained above;
however none of them properly distinguish benign
and malignant lesions. Several lesion extraction tech-
niques have been developed in the past to aid special-
ists in finding the lesions automatically. However, due
to variations in shapes and sizes, extracting the fea-
tures from dermoscopic lesions is a hard task since it
results in inaccurate extraction and increases the com-
putational time. To tackle the aforementioned hurdles
for more accurate lesion extraction, a new technique
for extracting the features from lesion is created.

The novelty of the proposed work lies in feature ex-
traction that is described as follows:

« Inthis paper, different digital images of paraker-
atosis have been analyzed.

« Initially, U-net with binary cross entropy tech-
nique is applied to segment the dataset, fol-
lowed by which features (size and depth) of the
segmented lesion are extracted using the region
properties method, and finally classification of
the lesion into starting or later stage is done us-
ing the SVM 10-fold validation model.

«  Following that, a thorough discussion based on
the findings is presented.

The paper comprises four sections, starting with the
literature review, where a brief overview of the existing
literature is presented. Next, the proposed methodol-
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ogy section describes the system architecture and the
method implemented. The results and discussion sec-
tion gives the results obtained from the experiments
and discussions on them, and eventually, the final sec-
tion concludes the paper.

2. LITERATURE REVIEW

Feature selection is a technique used in both ma-
chine learning and statistical pattern recognition. This
is crucial in a variety of applications, including classi-
fication. Many methods for detecting melanoma have
been reported in the last decade [7], [8]. Some of these
attempts were to imitate dermatologists' performance
by extracting and detecting most dermoscopic struc-
tures, such as pigment networks, irregular streaks,
granularities, blotches, etc. Many studies utilised global
approaches to classify skin lesions, whereas others em-
ployed local ones [9]. Several feature extraction tech-
niques for various types of skin lesions investigated so
far are described.

Features, which are retrieved using local, global,
or local-global scenarios, play an important part in
classification. For melanoma detection using dermo-
scopic pictures, Barata et al. [10] used a local-global
technique. Local methods were employed to extract
features using bag-of-words, whereas global methods
were studied for skin lesions categorization in terms of
higher sensitivity and specificity, with encouraging re-
sults.

The author of [11] suggested an entropy-controlled
neighbourhood component analysis paradigm for
most discriminant feature selection and dimensional-
ity reduction (ECNCA). A model for lesion classification
is also proposed that leverages deep feature informa-
tion to build the best discriminant feature vector. The
ECNCA framework improves fused characteristics by
removing the duplicate and superfluous data and se-
lecting the most important components. After the ap-
plication of the proposed feature framework, the clas-
sification is done by testing on four datasets: PH2, ISIC
MSK, ISIC UDA, and ISBI-2017, leading to an accuracy
of 98.8%, 99.2%, 97.1%, and 95.9%, respectively. The
drawback of the method is that it is applicable only to
a limited dataset.

The article [12] proposed a diagnosis guided feature
fusion (DGFF) that uses lesion information from the mel-
anoma to improve skin lesion segmentation pixel-wise
classification performance. It creates feature representa-
tions that distinguish between melanoma and non-mel-
anoma lesions and also improves the network's ability
to recognise various sorts of skin lesions using dermo-
scopic images. The extracted features are fed into the
pixel-wise classification task, leading to an accuracy of
88.2%, a sensitivity of 63.3%, and a specificity of 94.2%.
This method has the limitation of not considering some
of the dermoscopic images that contain redness around
the lesion area and black spots in an image.
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The framework of [13] proposes the Self-supervised
Topology Clustering Network (STCN) to segment the
skin images automatically. The STCN consists of a trans-
formation-invariant network that comprises a feature
extraction function, a self-expression function, and a
self-supervision deep topology clustering algorithm.
The main goal is to determine the appearance char-
acteristics and keep them consistent across multiple
variations. These features will further be automatically
partitioned into groups using the Deep Topology Clus-
tering (DTC) algorithm, which will be used to construct
pseudo labels for skin images. Finally, the DTC module
is used as the self-supervision component to train a
classification network using the estimated annotations.
But the model is unable to use hand-craft features due
to which the required information will be ignored.

To investigate the textural complexity of a skin le-
sion, a fractal-based regional texture analysis (FRTA)
technique was created. FRTA separated the lesion area
into smaller subregions based on textural complexity.
Successful feature extraction from dermoscopic im-
ages has been achieved using a fractal-based border
irregularity measurement and regional texture analy-
sis technique. The performance of classification is in-
creased when the Support Vector Machine (SVM) re-
cursive feature elimination (RFE) technique is applied
before each stage of the layered structured model [14],
but the difficult cases present in an image cannot be
classified correctly.

The labels are defined as a method of grouping items
into clusters in which objects in one cluster are almost
identical and objects in other clusters are significantly
different. Clustering's main purpose is to extract sets of
patterns, points, or objects from natural groupings [15].
Clusters of various forms and densities are determined
using the MDCUT algorithm (Multi-Density ClUsTering)
[16]. It is a density based clustering algorithm that can
handle noisy data and discover neighbouring and im-
bricated clusters. The drawback is that only a few pre-
processing methods are applied to the dataset.

Trabelsi et al. [17] used a variety of clustering tech-
niques, including fuzzy c-means, modified fuzzy c-
means, and K-means, to segment a skin disease with
an 83% true positive rate. The clustering algorithms de-
pend on the identification of a centroid that can gen-
eralise a cluster of data. However, the performance of
these algorithms degrades with the presence of noisy
data and outliers.

Table 1.: Overview of the literature

Method Major contributions Limitations
ECNCA Improves'fu.sed Works only for Small
characteristics dataset
Improves pixel-wise Doesn't consider black
DGFF ) h . .
classification performance spots in an image
Determines the appearance  Ignores the required
STCN L . .
characteristics information
FRTA Improves the performance Difficult cases are ignored
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According to literature, there are various problems
with successful feature extraction. The proposed inte-
grated system plays a significant role in overcoming the
obstacles of accurate disease diagnosis based on visual
and simulated evaluation by measuring the effective fea-
tures and diagnosing the disease with a higher degree
of accuracy. The proposed method employs the con-
junction of clustering and region properties methods to
overcome these. The suggested approach extracts the
size and depth of lesions in an image by applying several
morphological functions to the given dataset.

3. PROPOSED METHODOLOGY

3.1. FEATURE EXTRACTION

"Relevant information for accomplishing the com-
puting tasks associated with a certain application" is
defined as a feature. There are two types of features:
local ones and global ones [18]. In order to build a clas-
sification rule, a collection of numerical criteria that
describe the object or phenomena seen (supervised or
not) is described. Several feature extraction algorithms
have been developed, each with their own set of prin-
ciples [19]. Here, a feed-form method of partition clus-
tering and the region properties method are proposed.

3.2 SYSTEM ARCHITECTURE

The architecture of the proposed system is shown in
figure 1. To begin, 224x224 lesion images are acquired,
segmentation is performed using the U-net method,
followed by watershed-based separation of lesions
(formation of clusters), then, extracting the features us-
ing regionprop and finally, classification is done using
SVM 10-fold model.

If features extracted from the lesion are efficient, it can
lead to a better classification of granular parakeratosis.
Here, the parakeratosis image consists of several lesions
that can be easily identified by labeling the lesions and
then determine the width, height, and depth of a lesion.
The detailed steps of pre-processing and feature extrac-
tion using clustering and region properties are shown
in figure 2. Some transformations like thresholding and
morphology are applied to the clustered lesion to ex-
tract the most descriptive set of features. Using the re-
gionprops approach, the size and depth of the clustered
lesions obtained in figure 1 are extracted.

The proposed feature extraction method, being an
unsupervised one, extracts the size and depth of a le-
sion in the following manner:

«  Morphology pre-processing techniques remove
any small objects and holes in the image.

«  Thetouching cells in an image can be effectively
separated using distance transform and thresh-
olding. Thus, leading to the separation of lesions
and non-lesions, followed by which a number of
clusters of lesions are created.
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- Different lesions in the clusters are labeled, after
which watershed filling is applied. For each label,
the size and depth of the lesion is extracted us-
ing the regionprops method of skimage.

3.3 CLUSTERING

One of the most prominent approaches for skin dis-
ease segmentation and classification is the clustering
algorithm. Clustering, often known as cluster analysis,
is a machine learning technique for organizing un-
labeled data. It is defined as "grouping similar data
points into different clusters”. Clustering is a form of
unsupervised learning that works with unlabeled data.
The advantage of clustering algorithms is that they are
flexible, easy to implement, and can generalize fea-
tures having a similar statistical variance. Here, lesions
in a group have possible similarities and have fewer or no
similarities with another group.

Partition Clustering

It's a type of clustering in which data is split into non-
hierarchical groups. This strategy is also known as the
centroid-based method [20]. In this type, the dataset
is divided into K groups, with K denoting the number

Input Dataset

of pre-defined groups. The cluster centre is designed in
such a way that the distance between one cluster data
point is the smallest when compared to the cluster cen-
troid of the other cluster.

The type of clustering used in the implementation
is partitioning clustering. The patterns like size and
depth of lesions are considered, and the data points
having the same size and depth are formed into a
cluster (group). After the application of the clustering
technique, each cluster is provided with a cluster ID (or
label id) and the area and depth of each cluster (lesion)
are found.

Mathematical analysis involved
in the partition clustering

An image can be partitioned into K clusters such
that the total of Manhattan distances (L1) between lo-
cations and the cluster's centre is kept to a minimum.
Then, the sum of L1 absolute errors (SAE) can be mini-
mised by using the following equation 1.

SAE = 3, Yyec, disty, (¢;, x) (1)

where distLl is L, distance, C, is the i cluster, x is a point
in C, and ¢, is the i cluster average.

Clustered

Fig. 1. Proposed system architecture

Morphology

Distance transform
and Thresholding |

Classification into starting or
later stage using SVM 10-fold
model

Watershed filling Clustered lesions
_— PR ————. Y

Apply Labelling |
regionprops

J

Size and depth of lesion

Fig. 2. Feature extraction using clustering
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3.4 Dataset

To test the proposed methodology, publicly available
DermnetNZ and DermlS datasets are chosen [21], [22].
These datasets consist of several RGB images of gran-
ular parakeratosis and is partitioned into two classes,
starting stage and later stage wherein 79 samples are
considered for each class. For the implementation of
size and depth features, the OpenCV library and the
python machine learning package, Scikit-learn library,
are adapted. All the experiments are run on a Windows
10 system with an i5 processor. Figure 3 shows some of
the sample images of granular parakeratosis.

AN

Fig. 3. Samples of granular parakeratosis

3.5 Implementation

The given skin image undergoes several steps like
normalization, clustering (form the clusters of skin le-
sion), extract the size and depth features, and pass
them to the classification model.

In this section, the implementation of the distance
transform, watershed, and clustering algorithms for
extracting the features from the granular parakeratosis
dataset is described. The model is trained on 79 der-
moscopy images.

The below mentioned algorithm describes the gen-
eralised steps incorporated by the proposed model:

Step 1: Initially, import the libraries required for
feature extraction

Step 2: Then, read an image by defining pixel size

Step 3: Perform segmentation using the U-net
model. The result of the U-net model is
transformed to binary image (threshold
image to separate lesion boundaries) using
Otsu thresholding

Step 4: Watershed based separation of lesions:
Apply morphological functions to enhance
the boundaries and create a mask

Step 5: Label the lesions in an image

Step 6: Extract the size and depth of each lesion
using regionprops method

Step 7: Output results into a csv file

A detailed description of the flow of the implementa-
tion is as follows:

1. Initially, segmentation is done using the encod-
er-decoder process of the U-net model with bi-
nary cross entropy as a loss function. The main
aim of choosing binary cross entropy is to mi-
nimise the loss so as to improve performance of
the model. A 224x224 image is passed into the

Volume 13, Number 8, 2022

network for which 32 filters are applied. Then,
it gets converted into 112x112x64, 56x56x128,
28x28x256, 14x14x512, and 7x7x1024 as it pass-
es through different levels of the network. In
the decoder path, each level concatenates with
the corresponding level in the encoder path,
leading to a 7x7x1024, 14x14x512, 28x28x256,
56x56x128, 112x112x64, and 224x224x32 im-
age. To this image, the last layer with a filter of
size 1x1 and a sigmoid activation function is ap-
plied, generating 224x224x1 segmented-image.

2. Otsuthresholding:Itis an auto-thresholding tech-
nique that automatically calculates a threshold
value for a binary image. The flags cv2.THRESH_
BINARY & cv2.THRESH_OTSU are passed as pa-
rameters to the cv2.threshold() function with the
threshold value set as zero. The main goal of Otsu’s
approach is to minimise the variance by choosing
the correct value for the threshold. If it is chosen
wrong, the variance of one or more classes will be
significant. Thus, to get the total variance, add all
the within-class and between-class variances to-
gether as shown in equation

af = o (t) + o; (t) (2)
where a2(t) = w,(t)o?(t) + w,(t)oZ(t) and

a5 (8) = wi (Ow, O[u (1) — 2 (O]

) > probabilities of the classes

£) and
LA divided by threshold ¢ (0-255)

Hi > class i mean

3. Morphological transformations are straightfor-
ward operations that are usually applied to binary
images. OpenCV's morphologyEx() function is as
follows:

«  Morphological transformations are simple pro-
cedures done on images depending on their
shape to remove noise, small holes in fore-
ground objects, and so on. Erosion, dilation,
opening, and closing are some of the morpho-
logical operations. In implementation part, after
otsu thresholding, opening morphology is done.
To execute opening morphological procedures
on a given image, the MORPH_OPEN operation
in the morphologyEx() method is used.

4. Toextractthe exactlesioninanimage, adistance
transform followed by a threshold is applied [23].
The distance transform function calculates the
approximate distance from every pixel in the
image to the zero pixel. For zero pixels, it will
be zero. Out of several distance types available,
DIST_L2 is chosen which runs the linear-time
algorithm. This algorithm makes use of squared
Euclidean (or quadratic) distance described as
follows. Let G stand for regular grid and f:G =R be
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a grid function where R is the range of distance
function d. The distance transform of f is defined
by equation 3.

Dy(p) = min(d(p, @) + f (@) (3)

where d(p, q) is a distance measure between p
and g. A point q that is close to p and with a small
f(q) is discovered for each point p.

Let G ={0, ..., n — 1} be a one dimensional
grid, and f :G =R an arbitrary grid function.
The squared Euclidean (or quadratic) distance
transform of f is described by equation 4.

Dr(p) = min((p — @)* + £ (@) )

5. The non-lesion area can be found by applying
dilation to the result obtained in the previous step.
To determine the area which is not sure of a lesion
or non-lesion (also called boundaries or border of
lesion, where lesion and non-lesion touch each
other), watershed algorithm is applied.

6. A watershed is a transition defined on a grayscale
image. This technique aids in the detection of
touching and overlapping lesions in an image.
The watershed algorithm extracts the completely
lesion area and the completely non-lesion area,
leading to the creation of clusters. Several clusters
of lesions are identified and then markers are ap-
plied to detect the exact boundaries (labeling).
These markers assign positive numbers to com-
pletely lesion and non-lesion areas and zero to
the area that is not sure to be lesion or non-lesion
using cv2.connectedComponents(). Finally, af-
ter labelling the regions, apply the watershed al-
gorithm for filling.

7. After identifying labelled lesions in an image, the
features of these lesions can be determined using
the regionprops() module of the skimage library.
The size and depth of lesions in an image are
calculated by measuring the cluster's height and
width in pixel square.

8. The features obtained are then given as an input
to the SVM 10 fold cross validation model. The
reason for chosing SVM is that it finds the best
separator to differentiate the classes. Thus, SVM
serves as a binary classifier. Here, it classifies the
lesions into starting stage or later stage. In SVM
10 fold model, 224x224 images from which the
features extracted using the region properties
technique are input into the SVM classifier with
hinge loss and linear activation function. Hinge
loss is a function that is mainly used to train the
SVM classifier. The linear activation function
decides the output of the model and when
associated with neurons, it decides whether a
neuron should be activated or not depending
on the input provided. The output of this SYM
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classifier is then fed into the 10 fold validation
model wherein the model is trained on one
partition and evaluated on other nine partitions,
thereby increasing an accuracy to 95%, sensitivity
to 100% and specificity to 100%. The output of
classification is shown in figure 4.

55
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Fig. 4. Classification of granular parakeratosis into
starting or later stage
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4. RESULTS AND DISCUSSION

4.1 QUANTITATIVE EVALUATION

The modelis evaluated quantitatively using accuracy,
sensitivity, and specificity metrics. This is computed as

Accuracy = TP+TN
TP+FN+TN+FP

Sensitivity = TP
TP+FN

Specificity = TN
TN+FP

Abbreviations: TP - True Positive, TN - True Negative,
FP -False Positive and FN - False Negative

4.2 ANALYSIS

The size and depth of the lesion (segmented object)
are determined in the model. Figure 5 shows the sam-
ples of original image, an overlay on the original image,
a segmented image, and the size and depth extracted
from the lesions of sample images. The results obtained
for other images are shown in Table 2. The table shows
that for each image, different lesions are identified and
labeled with a unique number. For each label, the area
and depth of the lesion are found. For example, the first
four rows (excluding the heading) of the table corre-
spond to an image, images.bmp. This image consists
of four lesions identified by lesion numbers 1, 2, 3, and
4 (second column). For each of these lesions, an area
and depth are computed. The same thing is repeated
for the other images in the dataset (from the fifth row).
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Fig. 5. Original image, overlay image, segmented
image and features extracted

Table 2. Simulation results of the model

2
Image Name -g Area Depth
-

images.omp 1 42425 1615.297
images.bmp 2 3012.75 651.996
images.omp 3 1606.75 562.127
images.omp 4 3182.75 678.1737
download.bmp 1 7862.25 1075.53
download.bmp 2 3377.25 695.0376
download.bmp 3 947.25 390.4924
Axillary Granulary Parakeratosis.omp 1 2846.5465 1207.022
Axillary Granulary Parakeratosis.omp 2 8344 1199.578
Axillary Granulary Parakeratosis.omp 3 934.5 313.2203
Axillary-Granular-Parakeratosis-1.omp 1 6636.25 1308.71
Axillary-Granular-Parakeratosis-1.omp 2 1522.75 479.2031
Axillary-Granular-Parakeratosis-1.omp 3 1146 419.2386
Axillary-Granular-Parakeratosis-1.omp 4 111.25 89.25483
Axillary-Granular-Parakeratosis-1.omp 5 101.25 114.1604
Axillary-Granular-Parakeratosis-1.omp 6 91 104.332
Axillary-Granular-Parakeratosis-1.omp 7 140.75 119.1665
Axillary-Granular-Parakeratosis-1.omp 8 41.25 59.35534
Axillary-Granular-Parakeratosis-1.omp 9 280.5 171.3797
Axillary-Granular-Parakeratosis-1.omp 10 26 47.83452
Axillary-Granular-Parakeratosis-1.omp 11 172.25 137.3026
Axillary-Granular-Parakeratosis-1.omp 12 136.5 121.3026
Axillary-Granular-Parakeratosis-1.omp 13 53.75 95.01219
Axillary-Granular-Parakeratosis-1.omp 14 67.25 73.39697
Axillary-Granular-Parakeratosis-1.omp 15 207.25 144.6518
Axillary-Granular-Parakeratosis-1.omp 16 16.5 33.14214
Axillary-Granular-Parakeratosis-1.omp 17 270.5 196.5097

Experiment shows that the proposed strategy pro-
duces good results. The performance of the proposed
model provides a better result compared to the state-
of-art methods. After the application of the partition
clustering and region properties method to the given
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dataset, the output is fed to SVM 10-fold model that
achieved an accuracy of 95%, a sensitivity of 100% and
a specificity of 100%. The performance of each fold in
10-fold model is presented in table 3.

Table 3. Fold-wise performance of 10-fold

Fold Accuracy Sensitiviy Specificity
1 95 99.99 99.99
2 94.99 99.99 100
3 94.99 99.98 99.98
4 95 100 99.99
5 94.99 100 100
6 95 99.99 100
7 94.99 100 99.99
8 95 100 100
©) 95 100 100
10 95 100 100
Average 94.99 99.99 99.99

Table 4 shows the performance of the existing mod-
els and compares them with the proposed model after
feature extraction.

Table 4. Comparison of the proposed method to
state-of-the-art techniques in terms of classification

performance
Feature e s P
Model extracted Accuracy Sensitivity Specificity
Morphological
geodesic Color 94.59 91.72 97.99
active contour
[24]
Area,
Fuzzy perimeter,
clustering [25] and 976 9682 9694
centroid
Scattered Hand-
Wavelet crafted 93.14 - =
Transform[26] features
Stationary
Wavelet Entropy 91.5 90 93
Transform[27]
RESNET-50 [28] Contrast 89.8 - -
Proposed Size and
model depth 2= L0 [C0

The model proposed by salih et al. achieved an ac-
curacy of 97.6 which is bit higher than the proposed
model. Though this model achieved higher accuracy, it
didn't work well with few of the skin lesions and couldn't
achieve higher sensitivity and specificity. Thus, the pro-
posed hybrid model can be used for parakeratosis fea-
ture extraction that not only works well with all of the
training samples but also achieved better performance
metrics, including accuracy, sensitivity, and specificity.

Figure 6 shows the graphical representation of the per-
formance comparison of proposed and existing models.
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Fig. 6. Performance comparison

5. CONCLUSION

An estimation of the features of lesions in an image is
an important application of medical image processing.
The paper proposes an automatic method for size and
depth extraction using partition clustering and the re-
gion properties method. The model performs the seg-
mentation of the given dataset using U-net with binary
cross entropy technique, extracts the features using
partition clustering and region properties methods,
and finally classify into starting or later using SVM cross
validation model. The proposed method estimates the
depth and absolute size of K lesions in each image by
predicting the absolute height and width of the lesion
in terms of pixel square. After extracting the size and
depth, classification is performed using SVM 10-fold
model. The experiment results demonstrate that the
proposed model provides a better performance com-
pared to the other models.

The model has the limitation that it works well only
for the limited number of samples. As a future work, the
model can be improvized in such a way that it works
well even for a large dataset.
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Novel Approach to Identify
and Eliminate Deadlocks in the <
Program

R. N. Kulkarni, Pratibha Mishra, J. Vedavyas, and Arun Biradar

Abstract The programming system ol any organization comprises various types of
mterrelationships, like period dependency, sequence dependency, called-calling in-
hicrarchy dependency, and other types ol application-dependent dependencies, The
functionalitics in the *C” program are normally un-modularand may scatter in number
ol interdependent programs group. The control flow graph of the C program helps
i identifying the navigational paths within the mterdependent programs groups. A
deadlock is a situation in which two programs, functional units. or modules that
share the same resource elfectively prevent cach other from accessing the resource,
Different techniques are available (o detect potential deadlocks in the programming
system, Analyzing and comprehending each potential deadlock in order to deter-
mine whether the deadlock is viable in a real-world execution requires significant
programmer effort. In this paper, a novel approach is proposed to detect deadlock
and also eliminate deadlock, which is designed by considering the control Nlow of
the program. In the beginning, the control flow of the entire program is abstracted,
and then the entries of cach called and calling function are entered in a four-column
program dependency (able. After performing the entry for the entire program, scan
the entire table from lef( 1o right and top to bottom. If any row in the program
dependency table appears more (han once, then there is possibility of deadlock,
After identifying the repeated row, find oul the functions that are repeated. and (e
the deadlock is resolved by copying the functions in (he appropriate place without
modifying the functionality.
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Effective ANN Model based on Neuro-Evolution
Mechanism for Realistic Software Estimates in the
Early Phase of Software Development
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Abstract—There is no doubt that the software industry is one
of the fastest-growing sectors on the planet today. As the cost of
the entire development process continues to rise, an effective
mechanism is needed to estimate the required development cost
to control better the cost overrun problem and make the final
software product more competitive. However, in the early stages
of planning, the project managers have difficulty estimating the
realistic value of the effort and cost required to execute
development activities. Software evaluation prior to development
can minimize risk and upsurge project success rates. Many
techniques have been suggested and employed for cost
estimation. However, computations based on several of these
techniques show that the estimation of development effort and
cost vary, which may cause problems for software industries in
allocating overall resources costs. The proposed research study
proposes the artificial neural network (ANN) based Neural-
Evolution technique to provide more realistic software estimates
in the early stages of development. The proposed model uses the
advantages of the topology augmentation using an evolutionary
algorithm to automate and achieve optimality in ANN
construction and training. Based on the results and performance
analysis, it is observed that software effort prediction using the
proposed approach is more accurate and better than other
existing approaches.

Keywords—Software cost estimation; COCOMO-II; neuro-
evolution; artificial neural network; genetic algorithm

I.  INTRODUCTION

The software industry is undoubtedly one of the greatest
innovations in the modern world [1]. The software
development process broadly requires various discrete actions
such as understanding the client requirements, analysis,
preparing the user requirement specification, technical
requirement specification, software requirement specification,
and hardware requirement specification in the initial stages [2].
Further actions architecture design of the software, design of
the modules, coding, integration, testing, and debugging. The
overall development cost estimation depends on the individual
cost and efforts required for each of the actions involved in the
SDP. However, estimating the cost in software development
has been a challenge facing researchers and professionals in
software engineering over the past few years. The purpose of
cost estimation is to help with decisions made during the
development of a software project. Many factors affect the

Dr. Yeresime Suresh?

Dept. of Computer Science and Engineering
Ballari Institute of Technology and Management
Ballari, India

accuracy of cost estimation. If the cost is underestimated, the
project may be delayed, lack implemented features, or not be
completed. On the other hand, an overestimated cost can lead
to higher software costs, a waste of resources, and even loss of
opportunities for competing markets [3]. These factors can
have negative consequences for the project, the development
organization, and the customers. Thus, the quality of estimates
can affect the quality of the software project.

Many software cost estimation models have been
developed and improved, which can be categorized into
algorithmic and non-algorithmic models [4]. In algorithmic
cost model (ACM), typically a mathematical model or
expressions are formulated using factors like i) source line of
codes (SLOC), ii) risk calculation, and iii) skill levels obtained
from the historical records; however, it fails to enumerate
many vital factors including i) complexities, ii) reliability and
experiences of the projects and due to this, it leads to the
imprecise estimation. The constructive cost model- COCOMO
is the most popular method in this category [5]. Further, it has
evolved as COCOMO-II and has been widely used to design
software cost predictors with various strategies considering
basic cost indicators like lines of codes (LOC) and the function
points [6-7]. The non-algorithmic approach is basically
concerned with soft-computing approaches that overcome the
limitations of the algorithmic model. The soft-computing
approaches handle a better approximation of the solutions of
the complex problems where many nonlinear and uncertain
parameters are involved. Table | highlights the comparison of
algorithmic and non-algorithmic models. Specifically, the
existing approaches for the estimation, such as COCOMO and
iii) function point-based model, all lack providing desirable
accuracy as they ignore many of the critical drivers. So, these
methods limit their applicability in the real-time scenario. In
order to address these challenges, the soft-computing
approaches are being extensively attracted the focus of the
researchers by including approaches either individual or by
hybrid techniques like- swarm optimization, fuzzy logic,
genetic algorithm, machine learning, and neural network [8-
10]. The advantage of the soft-computing approach is that it
approximates the solutions created by the mess due to
nonlinear factors that are uncertain and imprecise. In recent
years, neural networks have gained prominence in software
development. However, the literature presents several studies
on applying neural networks and machine learning techniques
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to estimate cost [11-12]. However, there is no consensus on
which method best predicts software costs. The neural network
architecture involves different  configuration and
hyperparameters such as layers, neuron nodes, transfer
function, and learning parameters (weights and biases).
Generally, the design of the learning model is specific to the
particular data set and problem context. If the same model is
introduced with a different dataset, it may not perform
similarly. Therefore, the parameters mentioned above affect
network performance. However, the evolution of models that
produce good results in different environments is still a driving
force for current research work. This paper suggests a unique
approach to software development cost estimation based on
Neuro-evolution. The proposed Neuro-evolution approach
implements a mechanism of artificial intelligence (Al) that
employs an evolutionary algorithm to generate optimal
Artificial Neural Network (ANN) architecture. Further, the
constructed ANN model in the proposed work is trained to
adopt characteristics of software attributes using the previous
dataset to produce accurate software estimates.

TABLE I. ANALYSIS OF ALGORITHMIC AND NON-ALGORITHMIC
TECHNIQUES
Techniques Category Advantages Limitations
Dependent on past
Analo Independent of new information
a9y o resources & huge data
‘€ requirement.
£ . ,
Expert-based S Highly responsive Biased outcome
<_C27 and fast process
< Inaccurate timings &
Bottom-Up 2 Stable needs huge data
less stable outcome
Top-Down Faster & low cost & decisions
o Flexible analysis, Inaccurate estimates
COCOMO E input modification, & | & practically
s clear outcomes infeasible
o
- >
Function < Tool independent Not good enough
Point
Highly dependent on
Neural Machine Precise predictive the dataset and no
Network learning estimates standard rule for
implementation

The ANN model constructed is a feedforward neural
network utilizing backpropagation learning mechanisms. The
entire configuration and learning parameter is realized with the
evolutionary algorithm, particularly a genetic algorithm (GA)
implemented via the Neuro-evolution concept. The proposed
study aims to achieve:

e A unique ANN model with an optimal selection of its
parameters, including the size of hidden layers, number
of neuron units at each layer, and transfer functions,
from the given interval (linear, Relu, and sigmoid).

e The stable training process of the constructed ANN
model that supports large training data samples.

e Self-adjustment in the weight and biases in an optimal
manner from the training samples.
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e Enhanced generalization in the training phase and
efficient identification of dependencies of the predicted
values from the input observations.

e Higher accuracy in the prediction to achieve realistic
estimates of the cost required for the software
development compared to the existing techniques.

The remaining sections of this paper are organized in the
following manner: Section-11 presents the review of the
literature in the context of software cost and effort estimations;
Section 111 discusses the material and methodology adopted in
the proposed work; Section IV presents the system design and
implementation procedure adopted in the proposed system;
Section V presents the outcome and discusses the performance
of the proposed system concerning its scope and effectiveness
compared to the existing approaches, and finally, the entire
contribution of the proposed work is summarized in
Section VI.

Il. RELATED WORK

Currently, the literature consists of several types of
techniques and schemes for software cost estimation and
prediction. This section discusses some of the recent research
works carried in the context of enhancing prediction of the cost
required for software development.

A. Algorithmic Approaches

The algorithmic approaches are concerned with
mathematical models or expressions for cost predictions. To
date, various methods have been suggested based on the
algorithmic approaches. Work carried out by Kumawat, and
Sharma [13] focuses on estimating the size metric for
computing the cost required for the software project
development (SPD). The authors have used the function point
analysis (FPA) technigque to compute cost estimates. The work
of Khan et al. [14] suggested a cost estimation model by
customizing features of the COCOMO-II that integrates
additional cost drivers for computing the estimates of actual
cost and effort required for SDP. Similarly, the study of Keil et
al. [15] has introduced a different version of COCOMO-II to fit
in the context of global software development (GSD). Two
additional cost drivers are added in this version of cost drivers
concerning collaboration and communication among different
sites. The researchers in the above-discussed literature have
tried to provide a significant contribution. All the factors are
determined and devised based on the literature analysis and
researchers' knowledge. However, there is a lack of empirical
support, effective benchmarking, and validation of the scope of
the suggested schemes. The authors in the study of Menzies et
al. [16] have introduced a tool that encompasses case studies
and previous experience to reduce the execution time, the effort
required, and the number of defects in the project's
development. Their results were obtained from small data sets,
and they recommend conducting other tests where large
volumes of information are handled. They do not explicitly use
control indicators from other areas of knowledge, for example,
to measure human and logistical resources. In the existing
literature, few extensions to COCOMO were suggested,
including dynamic multistage models to meet the analytical
needs of prototyping SPD models. These models consider the
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dynamics of varying requirements, system design, and other
strategies, but all lack desirable accuracy as they ignore many
critical drivers. So, these methods limit their applicability with
varied IDEs models, languages, and tools.

B. Non-Algorithmic Approaches

The non-algorithmic approach generally implies the soft-
computing techniques that handle ambiguity and nonlinearity
in the cost estimation techniques. The previous section
discusses the conventional approaches regarding software cost
and effort estimation. However, software project requirements
constantly change over time, which also causes the estimates of
cost and effort to change. The researchers realized the need for
soft computing approaches that include machine learning
techniques, fuzzy logic, and various metaheuristic method.
This section discusses the existing soft computing approaches
for software effort and cost estimation to analyze the current
research trend. Nandal and Sangwan [17] a hybrid Bat and
Grautational algorithm is used to estimate the effort of
software, whereas fuzzy regression models are used to
overcome the problem of imprecise in the dataset for the
prediction software effort (Nassif et al. [18]). All these
approaches provide a good solution but at the cost of huge
computational complexity. The application of evolutionary
algorithms like GA is used in the study of Zaidi et al. [19] and
Reena et al. [20] to optimize the coefficients of different
estimation models in the presence of nonlinear data. The
approach of intelligent techniques like the neural network deals
with the complexities and uncertainty in the software effort
estimation is presented in Venkataiah et al. [21] [22]. Few
recent research studies have also focused on applying the
hybrid approach in the SPD process. The joint approach of
nature-inspired algorithm and ML is adopted by authors in [23-
25] to compute the estimates of effort in project development.
The work of Singh et al. [26] evaluated different ML techniques
in the software effort estimation. The outcome reported in this
study showed better performance achieved by LR in terms of
error percentage analysis. A neural network approach [27-28]
has also been widely accepted in software cost estimation. In
the work of Choetkiertikul et al. [29], a long short-term
memory (LSTM) and recurrent highway network (RHN) are
employed to estimate the effort required for completing user
stories or issues. Also, Bayesian Network is used to estimate
the work time required in the SPD process [30].

C. Motivation of the Research

A wide range of schemes and techniques have been
described in the literature for predicting SPD's costs. The
recent literature has been observed more focused on applying
metaheuristic techniques, neural networks, and machine
learning algorithms. Building a model based on the dataset is
difficult due to the complexity and nonlinearity involved in the
data attributes. Also, the learning model's design is affected by
a variety of factors concerned with network parameters, data
modeling, and feature engineering. Apart from this, the factors
that determine the connectivity among nodes are complicated
to analyze before the training phase to develop an ideal
network. Generally, the building and training of the learning
model involves a lot of human effort and is specific to the
particular context, which is a significant concern as software
attributes vary over time. However, even small changes in
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parameters can dramatically alter the result of the trained
model.

A unique model with accurate estimation is presented based
on the neuro-evaluation augmenting topology to evolve with an
optimized ANN architecture to address and overcome these
problems. This type of approach for the cost estimation
problem has not yet been applied to the software cost
estimation problem. The proposed study aims to explore the
effectiveness of augmenting the topology mechanism to
automate the construction and training of the ANN model that
generates better solutions.

I1l. MATERIALS AND METHODOLOGY

The material used for evaluating the proposed model is the
COCOMO dataset. The methodology used for designing and
developing the proposed ANN model for cost estimation is
based on the Neuro-evolution Al technique, which constructs
an optimal ANN model using a genetic algorithm. This section
briefly highlights the dataset and methodology adopted in the
proposed system.

A. Dataset

The COCOMO (Constructive Cost Model) is a widely
known software estimation model introduced by Barry Boehm
[31]. This model utilizes an approach of statistical correlation
between software attributes and lines of the code. In other
words, it basically adopts regression analysis with the
responsible parameters that are representative of the estimates
of the cost required in software development. In the current
research work, the study uses the COCOMO NASA-2 dataset
publicly accessible at the promise software engineering
repository. This dataset consists of a total of 24 vital cost
attributes from 93NASA projects.

B. Artificial Neural Network

In recent years, ANN has received wide attention to address
complex nonlinear problems in various fields such as computer
vision, image processing, natural language processing, and
many more. ANN can be viewed as a function approximator
that takes an input from observation state and maps to the
output state (decision), such that: f(x) — y. Typically, the
function approximators consist of neurons, often referred to as
cells or units, composed of summation and activation
functions. The typical function of ANN cell is described in
Fig. 1 as follows:

X luhsemtmn decision

Activation function

Inputs b(Bias)

Qutput
Xy — Wy
i ( : —Y
': Activation function
x, —W, ] : sigmoid
Synaptic Weights Summation
Fig. 1. Typical Function of ANN Cell.
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In Fig. 1, the architecture of the basic ANN cell is
described where x is the n input such that:x € [xq, X3, X3 = X,],
w indicates  synaptic  weight, such that: we
[wq, w,, ws -« wy]. Each weight 'w' are associated with input
sample 'x’ both together served as input to the cell function,
where all x is multiplied with w and are summed with biased
(b) using summation function as described as follows:

x-w = (e Xwy) + (2 Xwy) + -+ (x, X wy) 1)

Equation 25 describes the dot product of vector x and
vector w, and their summation is given in equation 26 as
follows:

Y=x-w @)

The weights'w;" can be considered as a strength of the
association between cells, and it also decides how much
influence the given input will have on the cell's output. Another
essential component of the ANN cell is the offset value added
to the summation of dot product x - w. This offset value is
often called a bias that allows shifting the phenomenon of the
nonlinear activation function to produce the expected result
correctly to the output state. Moreover, the w and b are also
often called learning parameters of the ANN model; the
relationship between w and b can be numerically represented
as follows:

x-w)+b (3)

Equation 3 is then passed to the nonlinear function, which
is generally a sigmoid function that enables nonlinearity in the
ANN cell as numerically represented as follows:

y=0o(x-w)+b 4

Where y denotes the output of the cell and nonlinear o
sigmoid function. Sigmoid or Logistic: takes a real-valued
input and returns output in the range [0,1]. The ANN cells are
arranged into several layers, typically classified as input layers,
hidden layers and output layers all interconnected to each
other.

Usually, the topological structure of the artificial neural
network is selected based on empirical analysis, and the
learning parameters are determined using the training process,
which is related to the trial-and-error process. Therefore,
developing an ANN model is not a big problem. However,
training ANN models to accomplish certain tasks is a real
challenge. In this regard, Neuro-Evolution can be an effective
mechanism for determining the optimal topology of neural
networks and learning parameters (weights and biases) to
construct an ideal ANN model.

C. Neuro-Evolution of Augmenting Topologies

Neuro-Evolution of Augmenting Topology (NEAT) is a
neuroevolutionary Al technology that deals with topology
augmentation to automate the construction and training of
ANN models using evolutionary algorithms (EA) [32]. The EA
in NEAT is a kind of genetic algorithm (selection, crossover,
and mutation), which allows the evolution of ANN units,
learning parameters (weight and biases), and structure, trying
to determine stability between the fitness of the obtained
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solution and assortment. Fig. 2 shows a sample visualization of
the topology construction of ANN using the NEAT algorithm.

J

(@) Initial Architecture of AN (b) Augmented Topologies of ANN.
Fig. 2. Topology Construction of ANN using NEAT.

In the above Fig. 2, visualization of initial topology (a) and
final topology construction of ANN model (b) after several
iterations is shown using NEAT. The flow process of topology
augmentation in the construction and training of the ANN
model is shown in Fig. 3.

The mechanism of topology augmentation for the optimal
ANN model requires the initialization of variables concerning
network hyperparameter and loss function. The initialization of
hyperparameter variables (such as learning rate and the number
of neurons) is crucial to determine the training performance of
the network during the crossover and mutation process of EA.
On the other hand, the loss function determines the optimality
of the neuron genes (bias) and synapse genes (weight) in the
learning phase. The loss function in NEAT is also regarded as
a fitness function, and a set of neuron genes and synapse genes
are called genomes.

Start
— Evolve P
Tnit 1 Flmgss
Population function
(P) | | DividePinto
1 Species (S)
—  Assess fitness t— 1 -
Determine
genome (g) Assigngtos
VS
Termination

Criteria

Forsin$

Done Construct new s
with g as
representative

Check d > Yes

Threshold

Compute genetic
distance (d)

Fig. 3. Flow Process of Topology Augmentation using NEAT.
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The algorithm generates a genome considering single input
and output layer during the initialization of an initial set of
solution candidates (population). Therefore, in the first
generation, the genomes only vary in weights and biases but
not network topology. After assessing the fitness value of each
genome, the algorithm stops if the termination criterion is met.
Otherwise, it generates a new set of solution candidates by
executing crossovers phase y between genomes and then
performs mutations in the subsequent offspring. All these
processes are carried out randomly, and prior to computing the
fitness of neuron genes and synapse genes, i.e., optimality of
weight and biases, the algorithm splits the set of solution
candidates into species (a particular class with the common
characteristics) based on the computation of the genetic
distance between each set of neuron weight and biases. The
computation of the genetic distance is carried out using the
following numerical equation:

d=d,+d, (5)

The above equation 6 represents the computation of
distance (d) based on the summation of neuron (dy, i.e., bias)
and synapse (d,y i. e., weight). The computation of the d;, and
d,, are shown in equations 6 and 7 as follows:

Ap
max(B(g1),B(92))
Ay

= X——————
dy = Cs max(W(g1),W(g2)) @

Where ¢,, and ¢, are the user-defined variables for fine-
tuning the model parameters.

db = Cn X (6)

IV. PROPOSED COST ESTIMATION MODEL

This section discusses the proposed cost estimation
implementation procedure based on the ANN model
determined using the NEAT algorithm discussed in the
previous section. In the proposed study, the cost estimation
problem is being studied as a regression problem rather than an
optimization problem to predict kilo line of code (KLOC). The
proposed cost estimation model design involves three core
modules; namely, i) data exploration module ii) data
preprocessing, and iii) design of ANN Model.

A. Dataset Exploration

In the current study, the data is available on the NASA
website. The data is downloaded by sending an HTTP GET
request to the respective URLs. When the request is sent, the
data can be retrieved in the form of an a.arff file. However, this
is not readable readily by our system. Hence, the data is sub-set
from the 'Arff file', which contains 10 parts, including {Title,
Past Usage, Relevant Information, Number of instances,
Number of attributes, Attribute information, Missing attributes,
Class distribution, Data}. The sub-set extracts only the Data.
The Data Store stores the data in the form of a simple CSV file.
Each column is separated by a (delimiter), and a new line
character separates each sample. Many data science platforms
can read and process this format, including pandas used in the
current study. The data imported into the numerical computing
environment (NCE) describes 124 entries ranging from the
index number 0 to 123 with 24 columns. The dataset consists
of 24 variables with type numeric and two categorical
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variables. The memory taken to upload the data is more than
25 KB. Table Il presents a statistical description of all the 25
predictors and an output KLOC. The closer shows that the
counts of all the parameters are identical to the number of
samples, which indicates there are no missing values. The
differential between the consecutive pair between {0, 25%},
{25%, 50%}, {50%, 75%} and {75%, 100%} sometimes are
not less than standard deviation (o) that means there is the
presence of outliers in the data, as well if RMSE and MAE of
the model have a difference more than mean KLOC then
outliers need to be corrected. Another important observation on
the dataset is that certain parameters show a specific
correlation with the effort. The correlations are either negative
correlation or positive correlation. In positively correlated
parameters, the effort decreases with a decrease in the
parameter's values, whereas, in negatively correlated
parameters, the effort decreases if the parameters increase. The
positively correlated parameters are the cost drivers (CD) €
{acap, pcap}, and negatively correlated parameters such that
CD € {rely, Cplx, data, time, stor, sced}. Further, on the
analysis of co-efficient using linear regression analysis, it is
found that reduced reusability (ruse) and 'site' have a higher
multiplier effect on cost/effort compared to other CDs, as
evident in Fig. 4. It is clear that the correlation of data points
with the actual effort is highly non-uniform in nature.
Therefore, a custom feature engineering process for the
proposed ANN-based CEM is being carried out.

B. Preprocessing

In this section, the preprocessing operation is carried out
from the perspective of the feature engineering task and the
extraction of suitable input for the proposed learning model.
The core module in this stage contains i) correlation analysis
and ii) dataset normalization. In the correlation analysis, the
relationships between various variables are analyzed using a
mathematical approach that helps find correlations between
various cost drivers. The formula for correlation is shown in
the equation as follows:

_ X% .(vi-y)
YT E—x)2E(i-y)2 ®)

Where, x; and y; denotes cost drivers, x" and y' are means
values of the cost drivers and ry, is the correlation factor
between x and y that ranges from -1 to +1. As it can be
observed from the formula if X oc y, which means that x = ky,
then the following outcome is achieved when the same is
substituted in equation 9.

— Z(Xi_xl) -k(Xi_X’) (9)
o JEx—xD2RE L(xi—x")?

Iy

b, = —2Ka) (10)
o Ex-xD)?

_ kE(xi—x")’
ey = s eon? (11)
ryy = 1 (12)

The above equation 12 proves that when the two cost
drivers are proportional, the correlation between them is one.
Similarly, when one cost driver reduces and another cost driver
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increases, in other words, x=k-ly, then the correlation is said to between the 'prec’, 'flex’, 'resl' and 'team'. As it can be observed
be -1 and considered as an ideal scenario when there is a that except for exponential CDs such that {'prec’, 'flex, 'resl’,
perfect linear relationship between two CDs. However, a zero 'team' and 'pmat’} all other CDs have (>10%) correlation.
correlation refers to total randomness and no relation between Hence, all variable turns out to be significant while building an
two CDs. The correlation plot for among CDs is given in ANN model.

Fig. 5. It can be analyzed that there is a strong correlation

TABLE II. DESCRIPTIVE STATISTICS
Cost Drivers count mean std min 25% 50% 75% max
ACT_EFFORT 124.0 563.334677 1029.227941 6.00 71.50 239.500 581.750 8211.00
prec 124.0 3.110000 1.292409 0.00 2.48 2.480 4.9600 4.960000
flex 124.0 2.618952 1.041618 0.00 103 2.030 4.0500 5.070000
resl 124.0 3.688871 1.403707 0.00 2.83 2.830 5.6500 6.010000
team 124.0 1.837097 1.094185 0.00 1.10 1.100 3.2900 4.660000
pmat 124.0 5.602984 1.288265 2.84 4.68 4.680 6.2400 7.800000
relay 124.0 1.078522 0.103427 0.85 1.00 1.100 1.1000 1.740000
Cplx 124.0 1.189892 0.163256 0.87 1.17 1.170 1.2125 1.740000
Data 124.0 1.014919 0.117179 0.90 0.90 1.000 1.1400 1.280000
Ruse 124.0 0.996935 0.014605 0.95 1.00 1.000 1.0000 1.070000
Time 124.0 1.124516 0.184476 1.00 1.00 1.000 1.2900 1.630000
Stor 124.0 1.107097 0.163149 1.00 1.00 1.000 1.1700 1.460000
Pvol 124.0 0.927406 0.095456 0.87 0.87 0.870 1.0000 1.150000
Acap 124.0 0.880276 0.101079 0.71 0.85 0.850 1.0000 1.016667
Pcap 124.0 0.918817 0.085625 0.76 0.88 0.895 1.0000 1.000000
pcon 124.0 1.000544 0.035766 0.81 1.00 1.000 1.0000 1.205000
Apex 124.0 0.925712 0.083496 0.81 0.88 0.880 1.0000 1.220000
Plex 124.0 1.004590 0.080974 0.91 091 1.000 1.0000 1.190000
Itex 124.0 0.966781 0.089415 0.91 0.91 0.910 1.0000 1.200000
Tool 124.0 1.115847 0.078542 0.83 1.09 1.170 1.1700 1.170000
Sced 124.0 1.043065 0.063760 1.00 1.00 1.000 1.1400 1.140000
Site 124.0 0.925040 0.017623 0.86 0.93 0.930 0.9300 0.947500
docu 124.0 1.024940 0.057830 091 1.00 1.000 1.1100 1.230000
Physical Delivered KLOC 124.0 103.443901 141.455891 0.00 20.00 51.900 131.7500 | 980.000000
COST MULTIPLER
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Fig. 4. Representation of Cost Multiplier.
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Fig. 5. Correlation Plot among CDs and KLOC.

In order to provide an input to a learning model, the input
data is required to be in a vector form. Feature vectorization
refers to converting a row of values into a usable vector. In this
phase of implementation, the data is normalized with the help
of the Min-Max scaling method. Further, each row is
transposed and fed to neural networks. The typical formula for
data normalization for feature vectors is numerically expressed
in equation 13.

o x—min(x) (13)

~ max (x)-min(x)

Where, x is the input data, i.e., original CDs feature
samples, which is normalized using min and max function and

Initialization
of Population
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rescaled in the range of [0,1], and x’ normalized CDs feature
samples which are further fed to the proposed learning model.

C. Design of the Proposed ANN Model

This section discusses the ANN model design and its
implementation procedure with the support of the algorithmic
steps. The implementation procedure utilizes the NEAT library
of python executed in the Anaconda distribution. The dataset is
split into training and testing sets, where 80% of the dataset is
kept for the model training, and 20% of the dataset is kept for
model testing. The design configuration of the proposed ANN
model is carried out using neural evolution mechanisms, where
the features from the input observation are considered for
determining weights and biases. In this process, the optimality
of the ANN architecture is determined through topology
augmentation using a genetic algorithm. The configuration
parameters considered in the ANN construction consist of
hidden layers, neurons unit at each hidden layer, and a set of
transfer functions. The proposed study considers three transfer
functions: linear, Relu, and nonlinear sigmoid. On the other
hand, mean square error (MSE) is considered a fitness
function. Since the proposed study has considered MSE, the
fitness evaluation is carried out based the less error. Therefore,
the inverse roulette selection (IRS) technique is considered for
the proportionate fitness selection. The core configuration and
training process of ANN construction using topology
augmentation is shown in Fig. 6. The topology augmentation
begins with the initialization of population (a set of candidate
solutions), basically a pool of random neural networks. The
process iterates several times, which is also called a generation
where the algorithm chooses the optimal ANN based on the
fitness value, which is then further cross overed according to
the selection/decision process.

Function: MSE

Fitness Training Data
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Fig. 6. Generation of Optimal ANN Model using Neuro-evolution Technique.
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Afterward, a new ANN model is generated, and after
mutation, an evolved version of the ANN model is further
carried out for the training process. All these processes
continue until the termination criteria are met. This termination
criterion is based on the specified number of generations,
wherein each generation, the trained model is evaluated and
selected according to the prediction performance. The
implementation steps for the above-discussed procedure are
mentioned as follows:

Algorithm:1 Neuro evolution training

Step 1. Create population pool

In this step, the population pool is generated, a set of random
neural networks with random layers and neurons and random
activation functions. Inputs to the algorithm are given in the
form of a finite number of layers and neurons and, at the same
time, a set of activation functions. The activation functions
allowed are, Sigmoid, Linear, and relu.

Step 2. Evaluate fitness of the population

The MSE fitness function measures the fitness of the
population. The MSE of the input data is considered with the
output in the training set.

Step 3. Select the fittest individual to reproduce

The inverse Russian roulette process selects the individuals for

Vol. 13, No. 2, 2022

activation functions are chosen. Initial bias is assigned
according to the normal distribution. Maximum value of
weights and bias are set to 30 however the minimum weight is
set to O in order avoid negative values. At the same time,
minimum bias is set to -5 in order to cancel out certain values.

Mutation probability is 5%. This is necessary to display the
stochastic nature of the system. After successful execution of
the neuro-evolution training, the proposed algorithm returns
optimal ANN model discussed in Table 1V.

The architecture of the obtained ANN model is shown in
Fig. 7. After evolution through several iteration, the neuro-
evolution algorithm provides optimal number of layers and
number of neurons unit at each layer as mentioned in Table IV.

TABLE Ill.  NEURO-EVOLUTION HYPERPARAMETERS
Parameters Values
Population size 200
Number of generations 100
Probability of adding a new neuron 0.15
Probability of deleting a neuron 0.1

Activation function Sigmoid, Relu, Linear

the repopulation pool. The lower the fitness function value, Initial bias according to normal distribution
the higher the probability of the selection. The following Mutation probability 0.5
equation decides the probability of selection. Minimum neuron bias 5
p =1 — _MEi (14) Maximum neuron bias 30
L " MSE;
. . ) Minimum weight 0
Step 4._Re;po_pqlate using copies of the flt_test network Maximum weight 20
Most fit individuals among the population are selected and _ : —
used for further processing. The crossover of these individuals | Weight mutation probability 05
is made here, and also mutation is applied according to the
mutation probability. TABLE IV.  CONFIGURATION DESCRIPTION OF OBTAINED OPTIMAL ANN
. . M
Step 5. Introduce normally distributed mutations to the OPEL
network weights Number of .
- N L Trainabl t
The neural networks are finalized in this step, and the newly ayer neurons rainable parameters
formed networks are introduced to the population pool. Layer 1 (input) 24 N/A
Layer 2 10 (24*10) + 10 = 250
V. RESULT AND PERFORMANCE ANALYSIS
) ) _ ] Layer 3 5 (10*5)+5=55
This section discusses the performance metrics followed by Layer 4 (output) 1 G*1)+1=7

outcome analysis to justify the scope and effectiveness of the
proposed system.

A. Neuro Evolution Model Parameters

The design and development of the proposed system are
done using python programming language and execution on
Anaconda. The parameters considered for executing proposed
neuroevolutionary technique for obtaining optimal ANN model
is mentioned in Table I11.

The parameter namely population size is the total number
of offspring (networks) present in each generation and total
number of generations is number of times the fitness is
measured. In 15% of the cases a new neuron is added to the
network. In 10% of the cases an existing neuron is deleted
from the network. Addition and deletion of neurons happen
within a single generation. Either relu, sigmoid or linear

Loss Function (MSE) - -

Activation Function (Relu) | - -

Total neurons: Total trainable parameters:

40 312
ACI_EFFORT
PREC
FLEX
OUTPUT
_’. KLoc
RESL
g - - Layer-4
poct—| | w@g—t — @ — | @ (N=1)
Layer-1 Layer-2 Layer-3
(N=24) (N=10) (N=35)
Fig. 7. Architecture of Optimal ANN Model.
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B. Performance Metrics

1) MMRE (Mean Magnitude of Relative Error): The
MMRE performance metric is the most common basis for the
assessment of the effort estimation process. The matric
MMRE is computed for the given dataset of software projects
whose estimated efforts are compared with their actual efforts.
The estimation process with minimum MMRE is considered
to be the most accurate. The formula for calculating MMRE is
given as Eqg. 15.

MMRE = = {;1@ (15)

Where, y is the actual effort, and y’ denotes estimated work
effort for project pi, and N is the total project (PI) under
consideration. Mathematically, MMRE gives an average
percentage of error between y and y'.

2) MSE (Mean Squared Error): MSE is being calculated
in proposed implementations to analyze the performance of
proposed methods over other LR and SVR. MSE is more
critical function while building better models while optimizing
the learning model. The formula for calculating MSE is given
as Eqg. 16.

MSE = ~3L(y — y)? (16)

Where y is the actual effort, and y' denotes estimated work
effort for project pi, and N is the total number of the project
under consideration.

3) RMSE (Root Mean Square Error): Since the unit of
MSE is squared, RMSE is the square root of MSE used since
the unit of MSE is N12 where N1 is the number of lines of code
in the project. Though MSE is significant for optimizing the
model, it would make no sense to human beings. Hence, the
study considers RMSE = +MSE. Since the unit of RMSE is
NI, it can be assumed that the most probable range for y can
bey =y '+ RMSE . The computation of RMSE can be
numerically represented as follows in eq. 17:

RMSE = 151, (v —y)? (17)

4) MAE (Mean Absolute Error): This is similar to
MMRE, representing average absolute error instead of
providing average percentage error. In MAE abs function is
used to remove the error from simple error, and the average is
calculated. Due to this, some of the extreme points, like
outliers, will provide less significance; hence this measure is
less sensitive to outliers. MAE can be numerically represented
as follows in eq. 18:

sl —y0l (18)

Since the unit of MAE and output (actual cost) is the same,
MAE represents total cost overrun or underrun.

5) Pred: PRED is the de facto standard for cost model
accuracy measurement. It is called the percentage of

MAE = = .
N
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predictions falling within the K% of the actual known value.
The formula for PRED calculation is shown in equation 19:

1 EstimationEffort—ActualEffort
PRED = -YI, K % (19)
n

Actual Effort

Where k% is the percentage error between AE and EE,
PRED represents the percentage of a number of projects whose
cost overrun or underrun is below 25% in some researches
30%.

C. Outcome Analysis

This section discusses the outcome obtained for the
proposed system based on the comparative analysis. The
proposed study implements two machine learning algorithms
for the comparative analysis such as Linear regression (LR)
and supports vector regression (SVR). In order to compare
ANN with LR and SVR, the performance metrics MSE,
RMSE, and MAE are considered. To justify the scope of the
proposed optimal ANN model, the study also considers
performance analysis with similar existing approaches such as
estimation technique based on fuzzy-genetic [33] and based
Dolphin optimization technique [34], Bat optimization [34],
and combined Dolphin-BAT [34], the performance metric
PRED and MMRE is used. The quantitative outcome obtained
for the proposed system and its comparison is shown in
Table V.

As it can be observed in Table V, that LR, SVR is
associated with 151% and 128% errors, respectively, which
means the predicted/estimated value could be more than twice
as big as the actual value; therefore, making LR and SVR unfit
for real-world implementations. However, even the most basic
benchmarked algorithms (GA) are giving 29.9% error which is
below 30%, which is an acceptable cost overrun ratio for
software projects in general. It is also far below 77%, which is
the average cost overrun ratio of the NASA project from which
the dataset is collected. The overall numerical outcome shows
the proposed ANN's effectiveness regarding the cost overrun
ratio. Performance analysis regarding MAE is shown in
Table VI.

TABLE V. QUANTITATIVE OBSERVATION IN TERMS OF MMRE
Methods Performance Metrics
LR 1.510457
SVR 1.281522
GA 0.299469
BAT 0.1698
DOLPHIN 0.1665
DOLPHIN-BAT 0.14576
ANN 0.113518

TABLE VI.  QUANTITATIVE OBSERVATION IN TERMS OF MAE

Methods Performance Metrics
LR 119.266357
SVR 81.872095
ANN 22.151230

190|Page

www.ijacsa.thesai.org




(IJACSA) International Journal of Advanced Computer Science and Applications,

The performance metric MAE is used to calculate the
performance of proposed methods over other LR and SVR.
Since the unit of MAE is in NI, the MAE value 22.15 obtained
for ANN represents a number of lines of codes in the projects
that may vary by 22,151 lines in ANN. An average developer
writes 250 lines of production code per week (40 hours of
working per week). An extra 22151 lines represent 88 weeks of
work (3520-man hours). Considering that an average developer
in the USA earns approximately $34 per hour, the total cost
overrun might come to $119,680. In the cases of LR and SVR,
the cost overrun is quite more than ANN, which is impractical
for real-time implementation? The performance of the learning
models implemented in this study regarding MSE is shown in
Table VII.

The metric MSE is being considered in proposed
implementations to assess the performance of the proposed
ANN over other LR and SVR. MSE represents the overall
training of the algorithm as it is used for optimization. Even
though the MSE does not directly represent the algorithm's
performance, it does represent the quality and level of training
given to the algorithm. Lower MSE represents higher
knowledge of the algorithm. More trainable parameters can
store more knowledge among them. The MSE score is higher
in both LR and SVR as they contain fewer trainable parameters
than ANN. The quantified outcome indicates that ANN is less
associated with error compared to LR and SVR. Therefore, it
can be concluded that SVR and LR are subjected issue of
underfitting. The performance analysis in terms of RMSE is
mentioned in Table VIII.

Similarly, the metric RMSE is considered to evaluate the
training performance of the learning models. The RMSE also
helps to understand the requirement re-training model by the
preprocessing step. From the quantified outcome, the proposed
ANN scored 39.33 % RMSE and 22.15% MAE from Table VI,
i.e., a difference of 17.18 % compared to mean KLOC of all
projects, i.e., 103.44. This indicates minor variation with 16%-17%,
which is within the acceptable limit of 20 %. The performance
analysis regarding PRED is shown in Table IX.

PRED represents the ratio of projects which has less than a
threshold percentage of cost overrun. Hence, this performance
measurement is more practical than the other metrics since it
represents the number of projects that will fall below the
acceptable cost overrun ratio. In most of the studies, the
threshold is set to 30%. In this study, 25% of the threshold
value is considered to perform comparative analysis. From
Table IX, it can be observed that the proposed model ANN
achieved a higher PRED value, i.e., 68.91, compared to other
ML methods and existing approaches. Bat, Dolphin, hybrid
Dolphin-Bat, and the proposed ANN are more practical to
implement as they have PRED value much higher than GA.
But among them, the proposed ANN method has the highest
PRED value, which indicates its suitability and scope in the
real-world system. The following analysis mentions the overall
improvement (%) of ANN concerning MMRE in Fig. 8 and
PRED in Fig. 9 over other implemented ML models and
existing approaches.

Vol. 13, No. 2, 2022

TABLE VII. QUANTITATIVE OBSERVATION IN TERMS OF MSE
Methods Performance Metrics
LR 42545.810081
SVR 29240.145478
ANN 1547.247493

TABLE VIII. QUANTITATIVE OBSERVATION IN TERMS OF RMSE

Methods Performance Metrics
LR 206.266357
SVR 170.997501
ANN 39.335067
TABLE IX.  QUANTITATIVE OBSERVATION IN TERMS OF PRED
Methods Performance Metrics
LR 2.335234
SVR 5.297425
GA 11.66
BAT 61.66
DOLPHIN 61.66
DOLPHIN-BAT 66.66
ANN 68.91522

MMRE: IMPROVEMENT OF ANN OVER SVR,LR,BAT,DOLPHIN,DOLFPHIN_BAT

92.48 91.14

20
80
70
62.09

60
40
30
20
10

0

LR SVR GA

Fig. 8. MMRE Improvement (%) of ANN over SVR, LR and existing
Methods.
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PRED: IMPROVEMENT OF ANN OVER SVR,LR,BAT,DOLPHIN,DOLPHIN BAT
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Fig. 9. PRED Improvements (%) of ANN over SVR, LR and Existing
Methods.
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The analysis from Fig. 8 shows ANN has achieved 92.4%
improvement over LR, 91.14% improvement over SVR, and
62.09%, 33.15%, 31.82%, 22.12% over Fuzzy-GA, BAT,
Dolphin, and Dolphin-Bat, respectively. The analysis from
Fig. 9 shows that ANN has achieved 96.91% improvement
over LR, 92.31% improvement over SVR, and 83.08%,
10.53%, 10.53%, 3.27% over Fuzzy-GA, BAT, Dolphin, and
Dolphin-Bat, respectively. Hence, it can be seen that the
proposed offers a good result regarding software cost
estimates. The overall analysis shows effectiveness of the
proposed neuro-evolution algorithm towards devising suitable
learning model for achieving realistic estimates of the cost
required in the initial stage of the software development
process. Hence, the proposed research work suggested a
technically-efficient method acquainted with recent trends and
technologies to benefit real-world applications.

VI. CONCLUSION

The development of software projects involves various
phases like initial planning, risk assessment, effort, and cost
estimation. Among these, cost estimation is the key concern in
the software industry. The conventional approaches do not
provide accurate estimation due to the lack of precise system
and cost drivers modeling. In this paper, the study has
presented a novel and unique approach to predict realistic
estimates of the cost needed to develop a software project. The
proposed study applied a mechanism of neural evolution in
conjunction with evolutionary technique, namely genetic
algorithm top construct ANN, which predicts actual estimates
of the cost required to develop a software. The application of
neural evolution in ANN modeling proves its effectiveness and
scope that it can compete with the existing techniques in terms
of realistic estimates of the cost and effort. Once developed and
trained, the proposed ANN can estimate the development costs
in real-time as it computes cost estimates based on the
responsible attributes required in the development of the
software. The execution complexity grows linearly with the
problem context and size of data samples. Based on the result
analysis, it is observed that the proposed ANN is producing
better results than other previously proposed algorithms and
other machine learning models being implemented. The
existing works adopted global optimization algorithms that
require huge computing resources due to recursive operation in
parallel. However, the proposed ANN model is constructed
optimally using the mechanism of augmenting topology, and it
better adopts generalization of the feature from the input
observations, therefore, providing accurate estimates of the
cost compared to the existing approaches.
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Abstract: Itis important to assist the job seekers in selecting the perfect jobs,
which suit candidates' current skills and career objectives. Given the job
description and resumes in the unstructured form, choosing the best job
manually is a tedious task, so there is a need for an automated system to deal
with raw data. The extraction of structured information from applicant
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resumes is needed not only to support the automatic screening of candidates
but also to efficiently route candidates to the corresponding occupational
categories based on their respective skills. The primary objective of this
article is to process and extract relevant information from the unstructured
data, like resumes in the form of .pdf, .doc, etc., using natural language
processing. This study also proposes machine learning algorithms that
exploit user context information to shortlist for the desired job role and also
recommends alternative jobs to the candidates. Based on existing skills, new
opportunities and possibilities will be introduced, which the candidate
wouldn't have explored before. In addition, it also focuses on formalizing the
problem of identifying the additional skills, taking into account the
employee's existing skills. To exhibit the effectiveness of the proposed
algorithms, various resumes have been passed and tried for different formats.
The results obtained by the proposed method excel the traditional methods
mathematically and practically.

Keywords: Talent Acquisition, Recommender System, Natural Language
Processing, Eligible Candidates, Potential Candidates and Latent Candidates

Introduction

People can find jobs online using many websites such
as Monster and Indeed.com. These web platforms have
been providing services for more than a decade; helping
job seekers and organizations by saving a lot of money
and time. To automate the workflow, the candidate has to
enter long forms about different entities though most of
the information is already present in the candidate's
resume. Long forms demotivate users and may introduce
delay and also there is a tendency of skipping non-
mandatory fields even though the information is available.

Traditional approaches to information retrieval may
not be appropriate for users. The reason being a greater
number of results returned to a job seeker requires a lot of
time to analyze options. Usually, many potential resumes
may be excluded from the search results or may not be
examined due to the complexity of the database and
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stringent timelines. However, most people don't identify
what is needed until it is shown. People may love a
product, a movie, job opening- but may not be known that
exists. Further, automatic parsing of resume documents is
very challenging as resumes may contain partial sentences
or full; may differ in the type of information, and order;
conversion from different formats like.pdf, .doc, and
.docx to text yields unexpected formats of information
(Aluvalu and Jabbar, 2018; Deepa and Rajeswara, 2020).

To automate the recruitment process, the system
should be independent of the order and type of
information in the documents to parse effectively and
efficiently. Taking into account the above-mentioned
challenges, the primary objective of this article is to
process and extract relevant information from the
unstructured data, like resumes in the form of .pdf, .doc,
etc., using natural language processing and shortlisting for
the desired job role. This study also recommends
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alternative jobs to the candidates based on the skills to
introduce new opportunities and possibilities, which the
candidate wouldn't have explored before. Recommender
systems are broadly recognized in several fields to suggest
services, products, and information to latent customers
(Fagihi etal., 2020; Le et al., 2022; Boorugu and Ramesh,
2020; Ramesh and Madhavi, 2019). A recommendation is
an important aspect of an organization's workforce for
creating and maintaining the right skilled profiles.
Proposed job recommendation is primarily aimed at
supporting the discovery of jobs that may interest the user
as it automatically returns suitable and prospective jobs.

Literature Survey

The recommendation system is an eminent research
area, which includes a lot of applications in the field of e-
banking, e-health, and e-commerce (Aggarwal, 2016;
Bobadilla et al., 2013; Xavier Amatriain et al., 2011;
Shahab, 2019). Especially, in the field of e-recruiting, the
role of a recommendation system is imperative
(Kantipudi et al., 2021). This section outlines the
contributions of various researchers towards matching
candidates with respective jobs.

Srivastava et al. (2018) focused on algorithms to
provide training recommendations in an industrial setup.
By keeping a record of the employee’s training details and
work experience, the authors formalized the problem of
the next training recommendation. Past training data has
been mined using several unsupervised algorithms to
generate the next training recommendations. Though
these algorithms beat several recommendation algorithms
and also sequence mining algorithms, still there is a
scope to enhance these algorithms to predict a sequence
of training required for an employee's long-term career
(Srivastava et al., 2018).

Kumar et al. (2017) designed a method to explore
the hiring pattern and intelligence behind it. To
accommodate the known intelligence, machine
learning methods are applied. This method offered a
ranking system based on hiring patterns. Highly trained
models were used to predict the ranking and sorting of
resumes (Kumar et al., 2017).

Belsare and Deshmukh (2018) presented the
employment recommendation system, which uses various
recommendation methods. Which are simple matching,
collaborative and content-based filtering Belsare and
Deshmukh (2018). Personalized recommendations can be
generated using both content-based recommendation and
collaborative filtering, hence these are more suitable for
the job aspirants; however, collaborative filtering suffers
from a cold start problem whereas with content-based
recommendation too precise results might be created.

The main bottleneck in generating information
retrieval systems is to stabilize the available expertise of
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the text analysis methods and the capability to evaluate
the model for quick interpretation. Prokhorov and
Safronov (2019) provided an outline of natural language
processing and machine learning approaches, which are
very much essential to modern information systems to
search and filter text documents (Prokhorov and
Safronov, 2019; Deepa and Rajeswara, 2017).

Rodriguez and Chavez (2019) identified the required
key attributes of profile in the process of job matching.
This study implemented a prominent feature selection
approach that extracts the most cogent attributes
required for job matching.

Conventional recommender systems focused on either
finding the best match between a candidate's preferences and
the job description(content-based) or finding candidates with
the same desires (collaborative filtering) (Ricci et al., 2015;
Jalili et al., 2018). However, information regarding the user
environment (contextual knowledge) can be used to amend
the candidate's initial desires (Adomavicius and Tuzhilin,
2011; Lappas, 2020; Raj et al., 2022). Several candidates
prefer jobs closer to their skills, but some candidates seek
jobs far beyond their skills. The recommendations for
improving their lacking skills will help them in achieving
their dream job.

Materials and Methods

This article proposes two algorithms viz, JOB_DJ and
JOB_Alternate for shortlisting a resume for the desired
job role and alternate job recommendations respectively.
It also identifies additional skills required by other
candidates; keeping it as side information, the designed
method not only improves the procedure of resume
shortlisting but also can perform recommendations for
new experts or skKills.

The Basic ldea

Generally, it can be observed that most of the skills are
commonly present in every resume. An individual
resume may include special distinct skills which
differentiate it from other resumes in the set. The basic
idea here is that identification of special skills from
each resume will reduce the time required to select an
appropriate resume when compared to the time
required to look for complete information.

Skill-Based Talent Acquisition

Talent acquisition is an approach to finding specialists
for a position that requires a very specific skillset. This
article explores the skill section of the candidate's resume
and develops a strategy to identify potential resumes with
special skills. This approach uses a blend of Natural
Language Processing (NLP) and other sub-
recommendations to suggest jobs to candidates. In our
previous work, using an advanced library of NLP, Spa Cy,
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an attempt has been made to capture candidates' special
skills required for data scientist job selection
(Suresh and Manusha Reddy, 2021). In this article, the
work is extended to focus on shortlisting candidates for
any desired jobs and generating alternative job
recommendations that the candidate is most likely to
select or interact with. The dataset includes seven
resumes, which are in different formats and layouts.

Organization of Special Skills Knowledge

The main bottleneck is to measure the quality of
content in the resume's skills section. This study extends
the concept of special skills to develop a technique for
selecting appropriate resumes. Each part of the skill
information can be organized into “skill type” and their
corresponding “skill values”. For example,
‘programming-languages’ is a skill type, and ‘'Java,
Python' is skill_values. From the resume's skills
information, two types of skillsets can be extracted using
NLP. The first is the Skill-type-Desired Jobst (SDJ) and
the second is Skill-type-Alternate Jobs (SAJb).

Approach to Build SDJ and SAJb

The approach to building data frame SDJ includes
several steps: First, Information from the documents can
be extracted using one of the Python libraries, PyPDF2, it
includes extracting the text information, cleaning it, and
then exporting it easily readable text files. Next, to
program the model to process and analyze such a huge
amount of data, NLP is used. The NLP's Spa Cy library
has the Matcher tool, which can be used to specify custom
rules for phrase matching. The process of the matcher tool
involves: First, defining the required patterns, it involves
creating a dictionary-1 with the set of skill types required
for the desired job role. Next, these patterns are added to
the Matcher tool and finally, the Matcher tool parses the
resume documents to extract the skill values for the skill
types mentioned in the dictionary-1. Once the phrases are
found, the count of the respective skill type in the data
frame is updated. It is important to assist the job seekers
in selecting other alternative jobs, which suit with his/her
current skills and career desires. Dictionary-2, skill types
required for other alternative jobs are constructed.
Considering the dictionary-2, SAJb is constructed; the
approach of constructing SAJb is exactly similar to the SDJ.

Organization of Candidates Based on Skills

After extracting the count of skill values to all skill
types in the data-sets, the next part of the process is to well
organize the candidates' resumes. Based on the count of
the skill values, candidates can be categorized into one of
the three categories: Eligible candidates, who have
perfect skills required for the desired job role. Potential
candidates, who have near potential skills. Latent
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candidates, other candidates who are not skilled enough
and may require additional skills.

Setting Skills Threshold Value

The count of skill values of SDJ is compared against
the threshold, Tsp; in function JOB_DJ. It helps to cluster
the candidates into eligible candidates, potential
candidates, and latent candidates. The objective of
clustering the candidates is to improve the efficiency of
HR analytics in meeting the need for talent acquisition.
Tspy could be chosen effectively by considering the
number of skills to eliminate candidates with common
skills. The value of the threshold can be increased
gradually to analyze the total number of eligible
candidates' resumes. If the number of eligible candidates
is shown to be decreased, the threshold value can be
reduced and monitored. From the experiments, it is
noticed that by decreasing the threshold value, the number
of candidates with common skills would increase.
Another Threshold, Tsau, is used much similar to Tspy, to
recommend alternative jobs in function JOB_Alternate.

Operation of the JOB_DJ and JOB_Alternate

This article proposes an algorithm JOB_DJ to better
serve the latent candidates who miss an opportunity due
to the lack of a few required skills. The major goals of the
algorithm are: First shortlisting the candidates for the
Desired job role. Second, based on existing (near
potential) skills, candidates will be recommended for
alternative job positions. Third, identifying and providing
recommendations to improve their lacking skills to apply
for the desired job role.

It takes SDJ as input, the count of each skill type in the
SDJ constitutes a major part; which is compared against the
threshold, Tspy. Due to a lack of few 'near potential skills', the
candidates shouldn't lose opportunities. With this objective,
the JOB_DJ incorporates another function JOB_Alternate. It
attempts to identify the skills that potential candidates
possess and maps with the skills required for alternative job
roles. This function takes SAJb as input. The values of this
data frame are compared against another threshold, Tsam to
recommend alternate jobs based on existing skills.
Furthermore, the approach is also extended to identify the
additional skills required by latent candidates. Thereby
recommendations can be generated on these skills to improve
profiles. Let Ci be an individual candidate and Si be an
individual skill type in SDJ/SAJb. The detailed steps
involved are shown in JOB_DJ and JOB_Alternate:

Sub program function of JOB_Alternate {
for each Ciin SAJb
L=l
for each Si in SAJb
count2«-SAJb[C;i, Si]
if (count2>Tsam)
Li«append si if
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if (len (Li>0))
Altlb«—append L; return
AltJb /* Holds the list of alternative
jobs to be recommended for potential
candidates. */

else

Write (No alt job)
Return

}

Sub program function of JOB_DJ
for each Ciin SDJ

Li=[] //holds the list of skill types
for each S; in SDJ count«—
SDJ [Ci, Si] if(count<Tspy)
Li«<—append S; // identifying
lacking skills
if (len(Li)==0,
Write (Shortlisted: Yes) else

Write (Shortlisted: No)

Write (Feedback: There is a scope to
improvement in L)

AltLi«append C; /*

Holds list of candidates not shortlisted
for desired job role. Which can be further
considered for recommending alternate jobs. */

if (ci = = AltL;) // Not shortlisted and looking for

alternative job positions
AltJb =JOB_Alternate()
Write (Recommended for Alternative jobs,
Altjb)
else
Write (Not applicable because you are
shortlisted for desired job role: Congratulations)

}

Case Study

To gather insights from industry experts on IT
demand, a survey has been made. Survey questionaries
include Q1. As per your knowledge, what is the most
required factor to be considered for an IT job? Q2. Do
you feel the data scientist job is the highest-paid job in the
IT industry? Q3. Can you please list out a few other
highest-paying jobs? Q4. To what extent do you feel the
following skills (Table 1) are most required for the data
scientist role, please rate the following: (1: Low, 10:
High). As per the survey responses it has been observed
that special skills are the most contributing factors to IT
jobs and the highest paid job is the data scientist.

A data scientist is a proficient person, who knows how
to discover meaningful information from raw data. To
become a data scientist, one should possess the right set
of skills related to various underlying fields of statistics and
computer science. However, the list of skills mentioned in
the Table 1 got the highest score from survey responses.
Henceforth, to validate the proposed algorithms, this article
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focused on extracting the special skills required for the data
scientist role (Desired job role) as a case study.

As per industry experts' opinions, besides the data
scientist role, many other alternative jobs are also in
demand nowadays. So, it is important to assist the job
seekers in selecting the perfect jobs, which suit with
his/her current skills and career desires. Focusing on a
few, for example, software developers, web developers,
system engineers, quality assurance engineers, power
programmers, etc., dictionary-2 (Table 2) is constructed.
It includes a set of skill types required for other alternative
jobs (respective skills required for these alternative jobs
also gathered from industry experts).

Required sample patterns for data scientist job roles are
defined in dictionary-1 and patterns for other alternative jobs
are defined in dictionary 2 (Table 1 and 2 respectively).
Results of a count of each skill type for the data scientist role
are plotted using Matplotlib as shown in Fig. 1. The graph
has been plotted by considering the count of skill values
against X- the axis and candidates against the Y-axis.

The detailed roadmap of how JOB_DJ and
JOB_Alternate are applied to the data scientist job role
and other alternative job roles is shown in Fig. 2. It
includes several steps, the steps followed are:

1. The knowledge base, Dictionary-1 is created, which
includes the special skill set required for the data
scientist role (Table 1)

Another knowledge base, Dictionary-2 is created, which
includes the other alternative job roles and respective
skill types required. It can be considered for generating
alternative job recommendations (Table 2)

Resumes are parsed by Spa Cy, an advanced library
of NLP

The NLP Spa Cy library has the Matcher tool, which
parses the whole resume to match the respective
phrases in the Dictionary-1

For each of the phrases found in the data frame, the
count of the respective skill type in the SDJ will be
updated

Once the SDJ is built, JOB_DJ is used to match
candidates’ skills with skill types of data scientist
job role by comparing with the threshold, TSDJ

If the candidate's skill values meet the threshold
value, TSDJ, the candidate is assumed to be eligible
and gets shortlisted for the data scientist role. Else it
identifies the lacking skills and will be recommended
to the candidate so that the candidate can improve
Step 3 will be repeated to look for the phrases in the
dictionary-2

For each of the phrases found, the count of the
respective skill type in the SAJb will be updated
Once the SAJb is built, JOB_Alternate is used to
match candidates’ skills with skill types of
alternate jobs specified in the dictionary-2

10.
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11. If the candidate's skill values meet the threshold
value, TSAjb, the candidate is assumed to be
potential and alternative jobs will be recommended

Table 1: Dictionary-1: Skill set for SDJ (Data scientist)

improve on these skills

12. Else, in addition to this, the model also identifies
the other candidates who don't possess the required
skills; recommendations can be generated to

Statistics Machine learning Deep learning R language Python language ~ NLP Data engineering
Statistics statistical ~ Linear regression Neural network R PYTHON Nlp Aws
Models Logistic regression  Keras theano Ggplot Flask django Topic ec2
Statistical K means random Face detection Shiny Pandas Modeling Amazon
Modeling Forest Neural network Cran dplyr Numpy Lda named Redshift s3
Probability normal XGBOOST Svm Convolutional Tidyr Scikitlearn Entity Docker
Distribution Naive bayes Pca Neural network Lubridate Sklearn Recognition Kubernetes
Poisson Decision trees (cnn) Knitr Matplotlib Pos tagging Scala
Distribution SVD ensemble Recurrent Scipy bokeh Word2vec Teradata
Survival models Models boltzman Neural Statsmodel Word Google big
Hypothesis testing Machine Network (RNN) Embedding Query aws
Bayesian inference Object Spacy Lambda aws
Factor analysis Detextion yolo Gensim nltk Emr hive
Forecasting Gpu cuda Doc2vec Hadoop
Markov chain Tensorflow Applications Sql
ISTM gan Cbow bag od
Opencv Words skip
Gram bert
Chat bot
Table 2: Dictionary-2: Skill set for SDJ (Data scientist)
Software developer System engineer Power programmer  Quality assurance engineer Android developer Web developer
Machine learning Assembly language Scala 10T Java HTML
and artificial Programming Akka Block chain Android SDk CSS
Intelligence Microsoft office Play RFID Android Analytical
Cloud computing Oracle Java/JEE Artificial Studio Skills
Software testing Java Spring boot Intelligence XML Back end
Docker and SQL Cloud foundry Ranorex Kotlin basics
kubernete Statistical methods Docker Test Plant eggplant Object-oriented Javascript
DevOps GAMP ReactJS Robot Framework oriented Search
Python Cisco networking Angular JS Watir fundamentals Engine
java C++ Express JS Unified Functional SQL Optimization
C Algebra Node.js Testing (UFT) Material Jquery
C++ Computer networks Mongo DB Katalon Studio Design Graphic
PHP GxP Cassandra Selenium language Design
C# Linux Hadoop HDFS Python Applications
Node.js
.Net

equiom

citibank

brightoil petroleum

Candidate Name

Resume keywords by category

citi

beg | SE

al 4

4dickson 4 ¢

10jonas

Fig. 1: SDJ (data scientist): The count of skill values for each skill type
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Dictionary-1
of skillset

Documents II

(

Dictionary-2
of skillset

Recommendation
of lacking skills

Recommendation
of Alternative jobs

Shortlisted

Fig. 2: High-level view of skill selection for resume shortlisting

Results and Discussion

On inputting SDJ and SAJb to JOB DJ and
JOB_Alternate respectively, another data frame (CSV) is
obtained; which meets the objectives mentioned in the
above algorithms. For effective visualization, Tableau is
used by considering this CSV file as input. Tableau is one
of the data-visualization tools, used to show the objectives
of this study in an effective manner. The respective
candidate’s status can be viewed in Fig. 3.

In addition to shortlisting the candidates, the model
also focuses on:

1. Based on the candidate's existing skills, alternative
jobs can be recommended so that the potential
candidate shouldn’t lose an opportunity (Fig. 4)

2. Another main contribution of this article is to

identify and recommend additional skills required
by other latent candidates who are not skilled
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enough (Fig. 5). This helps candidates in improving
their profile to meet career goals

A tree map chart has been used to describe all the
candidates' details like their status, feedback, and
alternative jobs (Fig. 6) Treemapping is a data
visualization technique under Tableau that is used to
display hierarchical data.

The primary objective of this article is to shortlist the
candidates for the data scientist role. In this article, an
objective is to eliminate candidates with common skills,
therefore, the Threshold (TSDJ) value is set to two.
Among seven input candidate resumes, it can be observed
that only one candidate is known to be eligible and
shortlisted for the data scientist role; one candidate is known
to be potential, alternate jobs can be recommended; and for
the other five latent candidates, feedback can be generated to
improve upon the skills which candidate doesn't possess. The
value of the threshold can be increased gradually to analyze
the total number of eligible candidates' resumes.
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Table 3: The performance of JOB_DJ and JOB_Alternate

Input TSDJ and TSAJB Algorithm TP FP TN FN Accuracy
7 2 JOB_DJ 2 1 2 2 0.57

2 JOB_Alternate
30 2 JOB_DJ 8 7 6 9 0.46

1 JOB_Alternate
1096 1 JOB_DJ

1 JOB_Alternate 279 153 446 218 0.66
Table 4: The performance of different resume recommendation systems
System # # Shortlisted resumes Accuracy
System-1 51 51/67 = 0.761
System-2 53 53/67 = 0.791
System-3 48 48/67 =0.716
Proposed system 56 56/67 = 0.835
(Using JOB_DJ)
Table 5: Comparison of JOB_DJ with traditional systems
Criteria JOB_DJ Traditional systems
Unstructured data Yes No
(-pdf, .jpeg, .doc etc.)
Utilization of existing skills Yes Partially
Feedback to improve lacking skills Yes No
Alternate job Yes Yes

Recommendations

Candidate Name Status
arunkumar
elonmusk
ganesh
jaggu
rajesh
ramu

shiva

Sorry arunkumaryour resume is not shortlisted.
Sorry elonmuskyour resume is not shortlisted.
Sorry ganeshyour resume is not shortlisted.
Sorry jagguyour resume is not shortlisted.
Sorry rajeshyour resume is not shortlisted.
Sorry ramuyour resume is not shortlisted.
congrats shivayour resume is shortlisted.

Fig. 3: Candidates’ status

If the number of eligible candidates is shown to be
decreased, the threshold value can be reduced and
monitored. It can be noticed that by decreasing the value
To exhibit the effectiveness of the proposed algorithms,
various numbers of resumes have been passed and tried
for a different levels of thresholds. The performance of
both JOB_DJ and JOB_Alternate algorithms has been
shown in Table 3. The performance of the model is
evaluated by comparing the results obtained by JOB_DJ
with the results of manual inspection. With the manual
verification, it is confirmed that out of 100 candidates,
only 67 candidates are having the minimum required
skills to be shortlisted. To predict the accuracy, the same
set of resumes was given as input to different resume
recommendation systems (System-1, System-2, and
System-3), and the prediction is recorded in Table 2.
Figure 7 shows the graphical representation.
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of the threshold, the candidates with common skills would
increase. The value of the threshold can be gradually
changed as per the requirement of Human Resources.

The performance of the proposed system using JOB_DJ
is compared with the results of the most preferable
recommender systems in the literature survey. The results
obtained by the proposed method excel the traditional
methods mathematically and practically (Table 3 to 5).

The article proposes algorithms that can be applied to
any of the job roles given the dictionary of skillset for
the respective jobs; taking one as the desired one and
the other as alternative job roles. It focuses mainly on
the extraction of information from resumes. The
proposed system parses resumes effectively and
efficiently as the system is independent of the order and
format of the documents; thereby reducing the burden
of entering long forms by the candidate.
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Candidate Name  Alternative Job Recommendation
arunkumar ~— Sorry we didnot find any alternative jobs
elonmusk Sorry we didnot find any alternative jobs

ganesh Sorry we didnot find any alternative jobs

jagqu Sorry we didnot find any alternative jobs

tajesh ['AndDev’ PP’ "QA" 'SD', "WebDev']

ramu Sorry we didnot find any alternative jobs

shiva Not applicable because your resume is shortlised for Data Science Role

Fig. 4: Recommendations for alternative jobs

Candidate Name feedback

arunkumar ('Thereis scope of improvementin’, ['DE", ‘DL, 'ML','NLP', ‘Python’, 'R', "Stats'])
elonmusk ('There is scope of improvement in’, ['DE",'DL’,'ML’, 'NLP", ‘Python’, 'R, 'Stats'])
ganesh ('There is scope of improvement in’, ['DE", ‘DL, 'ML’, 'NLP’, ‘Python’, 'R, ‘Stats'])
jagqu ('There is scope of improvement in’, ['DE",'DL’,'ML’, 'NLP", ‘Python’, 'R, 'Stats'])
tajesh ('There is scope of improvement in’, ['DL’, 'ML’, 'NLP", ‘Python’, 'R’ 'Stats'])
ramu ('There is scope of improvement in’, ['DE",'DL’,'ML’, 'NLP, ‘Python’, 'R, 'Stats'])
shiva Your techinical skills are good . Wait for the further updates about interview

Fig. 5: Identifying and recommending required skills

arunkumar
Sorry we didnot find any alternative jobs

‘ML’ 'NLP’, ‘Python’, 'R’, "Stats’])

elonmusk

Sorry elonmuskyour resume is not shor
Sorry we didnot find any alternative jo!
(‘There is scope of improvement in’, ['C
'ML’, 'NLP’, 'Python’, 'R, ‘Stats'])

ganesh
Sorry ganeshyour resuma is not shortlisted.
Sorry we didnot find any alternative jobs

Sorry arunkumaryour resume is not shortlisted.

(‘There is scope of improvement in’, ['DE’, ‘DL’,

jaggu rajesh ramu

Sorry jagguyour Sorry rajeshyour Sorry ramuyour

resume is not resume is not resume is not

shortlisted. shortlisted. shortlisted.
arunkumar

Sorry arunkumaryour resume is not
shortlisted.

(‘There is scope of improvement in’, ['DE’,
‘DL’, 'ML’, 'NLP’, ‘Python’, 'R’, 'Stats’])
Sorry we didnot find any alternative jobs

congrats shivayour resume is shortlisted.
Not applicable because your resume is shortlised for Data Science

("There is scope of improvement in’, ['DE’, ‘DL, Role

'ML’, 'NLP’, ‘Python’, 'R, ‘Stats’])

Your techinical skills are good . Wait for the further updates about
interview

Fig. 6: Visualizing the individual candidate's summary
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Predicted(No)

System 1

System 2

System 3

Proposed System(using Job_DJ)

0

MPredicted(Yes)

15 30 45 60

Fig. 7: Performance of different resume recommendation systems

Conclusion

In this study, two algorithms have been proposed with
the objective of skill matching with the desired job role
and alternate job recommendations by incorporating raw
data (.pdf, .doc). Further, it incorporates the feedback to
improve the algorithm performance along with
identifying the lacking skills as side information. It has
been proved that adding user contextual information in the
JOB_Alternate algorithm (such as the skills that an
employee currently possesses, to recommend alternative
jobs) generally improves the prediction accuracy for
talent acquisition. The proposed system parses resumes
effectively and efficiently as the system is independent of
the order and format of the documents; thereby reducing
the burden of entering long forms by a candidate. To
enhance the accuracy of the system's recommendation
results, the shortlisting process can be further enhanced to
drill down from the data scientist role to include sub-roles
in the future. Further, it focuses on a two-way
recommendation system. In this study, an approach was
developed by exploring only the skill section to identify
potential resumes. Future work can be extended to explore
more contextual information about the employee in other
sections of the resume.
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Article Info Abstract

The effect of nano-sized B4C particulates on the Zn85-Sn15 alloy has been
Article history: investigated. Composites reinforced with B4C of (0%, 2%, 4% and 6%, by

weight) are manufactured by two step stir casting. Microstructural studies
Received 13 Dec 2022 carried out by SEM, EDS, and XRD and mechanical testing like tensile, hardness,
Revised 07 Mar 2023 and impact were performed on cast samples. The criteria for determining
Accepted 13 Mar 2023 strength and fractography are met. EDS analysis confirms the homogeneous
distribution of B4C particles in the Zn-Sn matrix seen in SEM micrographs. XRD
examination revealed the B4C phases in the Zn-Sn alloy matrix as well. When
B4C reinforcement is added to the basic matrix alloy, it improves its hardness
Zn-Sn Alloy; and tensile strength with slight decrease in the ductility and impact strength.
B.C: Further, tensile and impact fractured surfaces were studied to know the
Stir Casting; different fracture mechanisms.

Hardness;
Tensile Strength;
Impact Strength © 2022 MIM Research Group. All rights reserved.

Keywords:

1. Introduction

Materials are the starting point for determining human age and the ability to meet daily
demands. For a long time, people have had access to and used materials. We can
understand that human advancements are about human usage and utilization of
materials for social beneficial capacities, research, and innovation if we focus on the
historical environmental variables of human growth [1].

As a novel material system, metal matrix composites (MMCs) have staked a claim in a
wide variety of engineering fields. Domain-specific applications for these materials can be
found in a variety of fields, such as transportation, aerospace, and medicine. Increased
strength, increased stiffness, resistance to corrosion and wear, superior damping
characteristics, a low coefficient of thermal expansion, etc. are just some of the properties
that can be combined in metal matrix composites.

It exemplifies humanity's ability to comprehend and alter nature. When a new process for
creating material is developed, the benefit will also increase dramatically, and human
culture will advance [2, 3]. As a result, materials have evolved into a picture of human
progress and have progressed toward being achievements for separating periods of
human history. B4C nanoparticles were supported to Zinc-compound composite using a
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liquid metallurgical course, in which the blending strategy was accomplished while
pouring the particles to avoid agglomeration of particulates and to achieve a normal
homogeneous dispersion of nano particulates in the molten [4, 5].

Copper, zinc, and aluminium alloys are some of the most frequently used materials for
bearing applications. These days, copper-zinc alloys and copper-tin alloys are used in a
wide variety of commercial industries in place of pure copper. A lot rides on the
properties constituents for MMCs to be successfully produced, used, and have their
desired properties. Much of the fundamental research in MMCs has focused on the
structure and behavior of the interface region. Researchers have created composites of
Al, Cu, Zn, and Mg by incorporating SiC, Alz03, B4C, and graphite particles into the alloys in
liquid, semisolid, and powder metallurgical forms (PM).

There are benefits to using a stir casting method, but it is still difficult to create high-
quality particulate reinforced MMCs. The true challenges lie in achieving a strong bond
between the Cu matrix combination and the reinforcement, limiting or avoiding the
interfacial response between the framework compound and the fortification, and
increasing the wettability of the fortification in the lattice material. It is common practice
to add trace amounts of reactive metals like magnesium, titanium, and the like to copper
melt in order to increase its wettability. In addition, wettability can be improved by
employing metallic covered fortifications such as graphite, TiO2, Alz03, and SiC.

In addition, studies using B4C as reinforcement to synthesize zinc-tin alloy with B4C
composites by liquid melt technique are extremely limited. The microstructure and
mechanical properties of the prepared composites of Zn-Sn alloy with boron carbide are
then analyzed.

By adding particles in preheated cast iron die by two step method. Prepared samples are
machined according to ASTM principles to complete essential tests such as tensile,
hardness, wear, and microstructure tests [6]. Because of its remarkable hardness,
outstanding strength, high wear and impact strength, B4C is a more prominent support
material [7, 8]. The aim of this work is focusing on a wide scope of utilizations in airplane,
vehicle, auto and other designing applications further writing survey uncovers that many
works have been done on the utilization of micro-particles as reinforcement to blend
copper-micro composites by liquid metallurgy procedure [9, 10]. The expected micro-
particles molecule has thickness viable with that of aluminum and copper for all intents
and purposes high hardness. Upgraded two phase mix stir cast successions is created for
the composite. Delivered Zn-15Sn alloy with 500 nano size B4C reinforcement composites
are then suspended to different analyses to concentrate on mechanical and wear conduct
[11,12].

2. Experimental Details

Composites using a two-stage melt stir strategy with Zinc 85 percent-Tinl5 percent wt.
(Fig. 1a) were synthesized. Boron carbide particles with 2, 4 and 6 wt. % were used as the
reinforcement in the Zn-Sn matrix alloy. For casting, an electric furnace with a power
rating of 60 kW and a maximum temperature of 800°C is used (Fig. 2a). A graphite
crucible with the required weight percent of Zn-Sn composite network material in billet
shapes was placed inside the heater and kept at a temperature of roughly 450°C. At this
temperature, the entire Zn-Sn compound melted, allowing the base combination to
dissolve and works out the needed wt. % of B4C powder [13, 14].

The nano B4C composites with Zn-Sn alloy matrix with 2% B4C are made using a liquid
metallurgy method and a stir technique. Metal ingots of a specific amount of Zn-Sn alloy
are loaded into an electric furnace and heated until they melt. As, zinc-tin alloys melt at
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around 419°C, but here, the molten metal has already been superheated to 450°C. Melting
and superheating temperatures are recorded using thermocouples calibrated for the
appropriate temperature range. Crucibles are filled with solid hexachloroethane (C2Cl¢)
for about three minutes to degas the superheated molten metal. Zirconium ceramic is
applied to a steel rotor mounted on a shaft stirrer to agitate the liquid metal. By rotating
the stirrer at a speed of about 300 rpm, the molten metal is agitated to the point where a
vortex is created. The stirrer is immersed in the molten metal, taking up about 60% of the
depth in the crucible. In addition to stirring the molten metal, a small amount of nano B4+C
particulates, equal to about 2% by weight of charged zinc-tin alloy, must be heated to
about 300°C in a separate heater before being slowly poured into the molten metal
vortex. Wetability between the Zn-Sn alloy matrix and the B4C reinforcement particulates
is brought to a point where interfacial shear strength can be established by continuing to
stir the mixture for an extended period of time. The nano composites with a Zn-Sn and 2
wt.% B4C composition are made by pouring a molten metal mixture containing a Zn-Sn
alloy matrix and B4C composites into cast iron moulds of 125 mm length and 15 mm
diameter dimensions. Further, Zn-Sn alloy with 4 and 6 wt. % of nano B4C reinforced
composites were synthesized by similar process. Figure 2 (a-b) are showing the stir cast
set up and die used to prepare composites.

(a) (b)
Fig. 1 (a) Zn-Sn matrix (b) Nano B4C particles

(a) (b)

Fig. 2 (a) Stir cast set up (b) Cast iron die
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For the purpose of determining whether or not reinforcing particles are distributed
uniformly throughout the Zn-Sn alloy, the cast specimen is then subjected to a scanning
electron microscopy (SEM) (TESCAN VEGA 3 LMU, Czech Republic) microstructural
investigation. Both Zn-Sn alloy and Zn-Sn reinforced composites containing 2 to 6, wt.%
of B4C are imaged microscopically. The microstructure sample is 15mm in diameter and
5mm in height.

The specimen is machined in accordance with ASTM standard E10 [15] for hardness
testing. A Brinell hardness tester (Krystal Industries, Ichalkaranji) is used to get an idea
of the material's tensile strength, or how tough it is. The surface of the polished specimen
is flawless. The depression is made using a ball indenter with a 5 mm diameter and 250
kg of pressure. Three indentations are made into the surface of the specimen and the
results are recorded and counted.

The specimens are machined in accordance with ASTM standard E8 to investigate the
tensile behavior of Zn-Sn alloy and Zn-Sn alloy with various percentages of BiC
composites. Testing tensile strength, studying the behavior of ZN-Sn alloy reinforced
composites under unidirectional tension, and evaluating the uniform distribution effect
are all possible with the help of a computer-measured tensile machine by Instron. This
specimen measures 104 mm in total length, 45 mm in gauge length, and 9 mm in gauge
diameter. This tensile test is useful for assessing the mechanical properties of composites
and as cast alloys. The schematic diagram of tensile test specimen is shown in Fig. 3.
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Fig. 3 Schematic diagram of tensile test specimen

Impact test is conducted by using Charpy impact testing machine. The specimen used for
the impact test is shown in the Fig. 4. The test is conducted on the Zn-Sn alloy and Zn-Sn
alloy with 2, 4 and 6 wt. % of nano B4C reinforced composites as per ASTM E23 standard.
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Fig. 4 Schematic diagram of impact test specimen

3. Results and Discussion
3.1. Microstructural Analysis

The microstructure of synthesized composites using as-cast Zn-Sn matrix alloy (Fig.5a),
Zn-Sn-2 wt. percent B4C (Fig.5b), Zn-Sn alloy with 4 wt. percent B4C (Fig.5c), and Zn-Sn
alloy with 6 wt. percent B4C composites are characterized using SEM (Fig. 5d).
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SEM HV: 25.0 kV
SEM MAG: 500 x

SEM HV: 25.0 kV WD: 14.46 mm VEGA3 TESCAN

SEM MAG: 494 x Det: SE 100 ym

-

SEMHV: 25,0 kV WD: 15.48 mm
SEM MAG: 500 x Det: SE 100 ym

s ¢
HV: 25,0 kV WD: 15.19 mm
MAG: 500 x Det: SE

(© (d)

Fig. 5 SEM micrographs of (a) as-cast Zn-Sn matrix (b) Zn-Sn alloy matrix with 2 wt.% of
B4C (c) Zn-Sn alloy matrix with 4 wt. % of B4C (d) Zn-Sn alloy matrix with 6 wt. % of B4C
composites

Fig. 5 (b-d) demonstrates the appropriation of B4C support particulates in various wt. %
of B4C, and it can be seen that the particles were dissolved finely and uniformly with no
formation clustering. Furthermore, due to its sophisticated two-stage support blending
method, the predicted metal grid composites show remarkably low isolation [16].

Fig. 6(a) represents the EDS of the Zn-Sn matrix whereas Fig. (b-d) can demonstrate the
presence of boron particles in the Zn-Sn compound lattice. By displaying B and C
materials in EDS testing, this diagram further revealed that boron and carbide
components may be found in the Zn -Sn alloy matrix.

Fig. 7 shows an XRD examination of Zn-Sn alloy and Zn-Sn alloy with 6 wt. % B4C
particles (Fig. 7b). XRD investigation confirms the presence of the Sn stage over the Zn
network and boron carbide stage in the Zn- Sn matrix.
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Fig. 6 EDS spectrums of (a) as-cast Zn-Sn matrix (b) Zn-Sn alloy matrix with 2 wt.% of
B4C (c) Zn-Sn alloy matrix with 4 wt. % of B4+C (d) Zn-Sn alloy matrix with 6 wt. % of B4C
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Fig. 7 XRD patterns of (a) as-cast Zn-Sn matrix (b) Zn-Sn alloy matrix with 6 wt. % of B4C
composites
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3.2. Hardness Measurements

Hardness benefits from a combination of Zn-2, and 6wt. % in the current research. Brinell
hardness analyzer has found percent B4C composites. Fig. 8 shows the hardness of Zn-2,
4& 6, wt% of B4C composite is higher than Zn basis matrix in terms of percentage [17].
With increasing of B4C particles, a significant increase in the composite matrix hardness
can be detected. The presence of B4C particles in the framework Zn alloy is the main
reason for this. The hardness of the composite material is improved whenever firm
reinforcement is consolidated into a delicate base alloy. As can be seen in Figure.8, the
Brinell hardness increases as the B4C particles are increased. The tougher particles are
responsible for the increase in hardness [18].

Table 1. Hardness of Zn-Sn alloy and its nano B4C composites with standard deviation

Material Composition Hardness (BHN)
Zn-Sn Alloy 82.03 £1.50
Zn-Sn - 2 wt. % B4C 88.53 +1.43
Zn-Sn - 4 wt. % B4C 100.20 *£1.15
Zn-Sn - 6 wt. % B4C 115.02 +1.16

+ - SD (Standard Deviation)

120

110 4

100

90

Hardness (BHN)

o

80 A

70 T T T T
0 2 4 6

Weight % of Nano B,C Particles
Fig. 8 Hardness of Zn-Sn alloy and its nano B4+C composites

3.3. Tensile Properties

Fig.9 shows the ultimate strength (UTS) and yield strength (YS) for Zn alloy, and 2, 4 and
6 wt. percent B4+C composites. The proximity of hard B4C particles is credited with the
improvement in ultimate and yield strength.

Ultimate and yield strength of as-cast Zn alloy with 2, 4 & 6 wt. % B4C reinforcement, as
illustrated in the Fig. 9. Boron carbide particles enhanced the yield Strength of the base
matrix. Zn-Sn combination. In a fine Zn composite base network, ceramic particles are
uniformly combined [19]. Many ceramics, such as boron ceramics, will resist external
weight in contrast to delicate materials, and as a result, they will not twist plastically
successfully, increasing their yield resistance rate.

The tensile properties of these materials might be affected by the consistency of the
particle dispersion. It has been demonstrated that these are currently quite
homogeneous, so it is anticipated that they will not significantly affect the trends of the
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current work. Clusters can cause localized damage that compromises a material's
strength and ductility. In this sense, such aggregations may be viewed as pre-loading
danger zones. It is important to note that clustering is often more prevalent in
composites reinforced with small particulates, despite the fact that these composites
appear to have greater strength and ductility than materials containing coarse particles.
Any areas of clustering must be kept to a minimum if top performance is desired, and this
is especially true for nanoparticle-reinforced composites.

Table 2. Tensile properties of Zn-Sn alloy and its B4sC composites with standard deviation

Ultimate Tensile

Material Composition Strength (MPa) Yield Strength (MPa)
Zn-Sn Alloy 315.15 +1.54 24837 +1.21
Zn-Sn - 2 wt. % B4C 33032 +£1.12 266.86 +1.33
Zn-Sn - 4 wt. % B4C 357.44 +1.39 295.09 +0.97
Zn-Sn - 6 wt. % B4C 394.46 +0.56 326.03 +0.94
* - SD (Standard Deviation)
420
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380 A
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Fig. 9 Ultimate and yield strength of Zn-Sn alloy and its nano B4C composites
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Fig. 10 Elongation of Zn-Sn alloy and its nano B4C composites
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Elongation of as-cast Zn composite with 2, 4 6 wt. % of B4C reinforcement is shown Fig.
10. It was shown that as boron carbide particles increased in base matrix the % of
elongation is reduced, as shown in Figure.11. Harder particles are consistently integrated
into the Zn-Sn base alloy [20]. Due to two step stir action hard boron carbide particles
are distributing uniformly throughout the base solution, hence substitution solid solution
was achieved. As results, boron is influencing on delicate base alloy, then base alloy
successfully opposes plastically, increasing yield strength rate and diminishes the
machinability and % of elongation.

Fig. 11 (a-d) are representing stress-strain graphs of as cast Zn-Sn alloy, Zn-Sn alloy with
2,4 and 6 wt. % of nano B4C reinforced composites. Boron carbide reinforced Zn-Sn alloy
composites exhibited superior load carrying capacity as compared to the as cast Zn-Sn
alloy. The ultimate tensile stress of as cast Zn-Sn alloy is 311115 MPa, as weight
percentage of B4C particles content increased in the Zn-Sn alloy, the tensile strength
incraesed. Zn-Sn alloy with 2, 4 and 6 weight % of boron carbide reinforced composites
exhibits 330.32 MPa, 357.44 MPa and 394.46 MPa respectively with reduced strain. The
increase in load carrying capacity with addition of B4C is mainly due to the load bearing
capacity of hard carbide particles during tensile laoding onditions.
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Fig. 11 Stress-strain graphs of (a) as-cast Zn-Sn matrix (b) Zn-Sn alloy matrix with 2
wt.% of B4C (c) Zn-Sn alloy matrix with 4 wt. % of B4C (d) Zn-Sn alloy matrix with 6 wt.
% of B4C composites

3.4. Tensile Fractography

Fig. 12 shows the tensile fractured surfaces of as-cast Zn alloy and Zn-Sn alloy with 6 wt.
percent of B4C composites (a-b). The goal of the tensile fracture surfaces research is to
see how boron carbide particles alter Zn alloy fracture behavior [21]. The particles were
equally distributed throughout the matrix alloy in the current investigation, boosting
microhardness, ultimate, and yield strength while lowering ductility. Interfaced cohesion
between the Zn -Sn alloy matrix and B4C particles, reinforcement fracture, and matrix
failure are all causes of failure in particle-reinforced metal composites [22].

The as-cast Zn alloy's tensile cracked surface in Fig. 12 (a) shows larger and more
uniform dimples, indicating malleable fracture. On the cracked surfaces of Zn alloy
reinforced with 6 wt .% of B4C particles (Fig.12b), the size dimples are less than on the
as-cast Zn matrix. On the fracture surfaces of composites, electron microscopy revealed
particle decohesion with the matrix and reinforcement [23]. The particle fracture is less

11



Janamatti et al. / Research on Engineering Structures & Materials x(X) (XxxX) XX-XX

ductile in the majority of cases, and the surface is smooth and crisp, showing that the
particle is broken rather than decreased, implying that high interface strength dominates
these composites.

Dimples

Cavity

Decohesiofof particles

-
»

SEM HV: 25.0 kV WD: 11.80 mm
SEM MAG: 500 x Det: SE

be? LKLY
SEM HV: 25.0 kV WD: 15.58 mm | VEGA3 TESCAN

SEM MAG: 500 x Det: SE

(@) (b)

Fig. 12 Tensile fractured surfaces SEM images of (a) as-cast Zn-Sn matrix (b) Zn-Sn alloy
matrix with 6 wt. % of B4+C composites

3.5. Impact Strength and Fractography

The impact strength of Zn alloy reinforced metal composites containing 2 to 6 wt.% B4C
particles is shown in Fig 13. The impact strength of Zn alloy as-cast is 3.5 ], but the impact
strength of Zn-Sn alloy with 2, 4 and 6 wt.% of B4+C composites are 3.0, 2.49 and 2.0 |
respectively with the addition of ceramic particles. Because of the hard particle and
matrix contact, composites absorb less energy than as-cast Zn matrix. The creation of a
hard interface between the matrix and reinforcement is influenced by load transfer,
which is critical for improving composite brittleness [24].

3.8

36 4 —&— Impact Energy

344

3.2 1
3.0
2.8 4
26 1

2.4 4

Impact Energy (J)

224
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1.8

0 2 4 6
Weight % of Nano B,C Particles

Fig. 13 Impact strength of Zn-Sn alloy and its nano B4C composites

Impact cracked surfaces of as-cast Zn alloy, Zn-2 wt. per cent, and Zn-6 wt. percent, SEM
micrographs Figure 10 depicts B4C reinforced composites. The Zn-Sn alloy matrix has
larger dimples with voids, as shown in Fig. 14 (a), while the matrix alloy tends to have
smaller dimples and voids after introducing B4C particles, as shown in Fig. 14 (b). The
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soft matrix was turned into a brittle substance by the inclusion of ceramic particles. The
impact strength of the newly developed composites is reduced due to strong interfacial
bonding between the Zn matrix and B4C- particles. The impact strength of the newly
generated composites is lowered due to strong interfacial bonding between the Zn matrix
and B4C- particles. Brittle materials absorb fewer loads than soft or ductile materials;
however, the impact strength of the newly developed composites is reduced. The fracture
surfaces of particles reinforced composites containing 2 and 6 weight per cent particles
indicate a sharp brittle fracture mode [25].

SEM HV: 25.0 kV WD: 13.50 mm
SEM MAG: 500 x Det: SE

i L8

ey oy 4
SEM HV: 25.0 kV WD: 13.88 mm
SEM MAG: 500 x Det: SE

(a) (b)

Fig. 14 Impact fractured surfaces SEM images of (a) as-cast Zn-Sn matrix (b) Zn-Sn alloy
matrix with 6 wt. % of B4+C composites

4. Conclusions

A stir casting process was used to make Zn-Sn alloy with 2, 4 and 6 wt. % of BaC
composites. The prepared composites were studied for microstructural characterization
by using SEM, EDS and XRD. Scanning electron micrographs were shown the dispersion
of boron carbide particles in the Zn-Sn alloy matrix. Further, boron carbide particles in
the Zn-Sn alloy matrix were confirmed by the EDS spectrums containing the Boron and
Carbon elements, XRD patterns recognized by the Zn, Sn and B4C phases in the prepared
matrix. With the incorporation of nano sized boron carbide particles various mechanical
properties like, hardness, ultimate and yield strengths were improved. The percentage
improvement in the hardness of Zn-Sn alloy with 6 wt. % of boron carbide particles is
40%. As weight percentage of boron carbide particles were increased to 2 to 6 wt. % in
the Zn-Sn alloy, ultimate and yield strengths were improved. Ultimate tensile strength of
as-cast Zn-Sn alloy was 315.15 MPa, with 6 wt. % of nano boron carbide particles it was
found 394.46 MPa. Addition of hard ceramic particles decreased ductility of Zn-Sn alloy,
the lowest ductility was observed in the case of Zn-Sn alloy with 6 wt. % of B4C particles.
Stress-strain patterns of Zn-Sn alloy with boron carbide particles reinforced composites
exhibited superior load carrying capacity as compared to the as-cast Zn-Sn alloy. Tensile
fractured surfaces of as-cast Zn-Sn alloy indicated the ductile mode of fracture, whereas
composites shown brittle fracture. Hard particles addition affected on the impact energy
of Zn-Sn alloy, impact strength of Zn-Sn alloy decreased as weight percentage of boron
carbide particles increased from 2 to 6 weight percentage in the Zn-Sn alloy. Further,
different fracture mechanisms were observed in the case of as-cast Zn-Sn alloy and its
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boron carbide reinforced composites. Hence, these Zn-Sn alloys with nano born carbide
particles composites can be used for future load bearing applications.
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Abstract

Recent developments in technologies have amplified the practice of non-renewable resources namely natural fibres through manufacture. Composite reinforced
with natural fibres toughens in a more symbolic way and extensively related in polymer composite materials. Further, the plant fibres are used widely in polymer

composites is due to its little cost and noteworthy properties. The composite reinforced with natural fibres makes lighter compared to synthetic fibres. This
yielded the substantial requirement for natural fibre composites in industrialized sector for a secure atmosphere. The proper deployment of composite structures

is a critical issue and particularly the vibration is the key factor in the assessment of structural properties. The review focuses on hybrid polymer composite
reinforced with various kinds of natural fibres and their associated mechanical properties. Also, it outlines the applications pertaining to vibrational behaviour
characteristics.

Introduction

Composites are made from two or more constituent materials by retaining their individual properties. It is a single component at macroscopic level. The
beginning of composites was boosted based on requirement to encapsulate different material properties as a single unit. They are widely used in light weight
constructions and widely preferred over metals due to high strength to weight ratio. A Composite structure named Sandwich panels called as face sheets
comprising of two thin outer laminates are used in the study. Face sheets with a thick light weight core sandwiched in between them. It provided a good
compressive and tensile strength, while the core was observed with good shear strength. Sandwich panels can be made a good vibration damper by inserting a
visco-elastic core between the face sheets [1].

One of the basic challenges is a vibrational control in structures for design engineers. However, most of the vibration dampers do not have sufficient strength. This
can be overcome by incorporating high strength and good damping characteristics of sandwich plates. The good design concepts for sandwich panel are very
important in order to have high stiffness, low weight and good damping characteristics. However, the optimization of sandwich panels is not simple as it contains
many design variables, objectives and constraints to be satisfied for best suitable panel (K Senthil Kumar et al., 2013). Much research has been carried out on
sandwich panels, however the limited study on the same using hybrid polymer cores. Cashew nut shell liquid, a by-product from Cashew nut tree has been used
in most of the applications ranging from automotive brake linings to fabrics [2].

Natural fibres such as animal, mineral and plant fibres depends on their source. The majority natural form and common natural fibres are plant fibres. These are
labeled into bast fibres, leaf fibres, /seed fibres and grass/reed fibres. Jute, hemp, flax, kenaf and ramie are common types of bast fibres. Some of the leaf fibres are
Sisal, pineapple, abaca, and banana fibres. Further, the fruit/seed fibres include coir, kapok, coconut and cotton. Also bamboo, switch grass and Miscanthus are the
examples of Grass/reed fibres. These fibres are far and wide used in the fortification of polymer composites. The three main ingredients such as hemicelluloses,
cellulose, and lignin are present in numerous water-soluble amalgams except cotton, lignin, cellulose, waxes, hemicelluloses are few other plant fibres. The
natural fibres reinforced with composites used by researchers can be referred in Fig. 1.

Section snippets

Sources and properties of natural fibres

Researchers carried out work on composites reinforced with various natural fibres based on application. Also, they were carried out different techniques like
characterization after the sample preparation, evaluation of physical, mechanical and other relevant properties to suit the targeted application. Many authors and
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researchers found the main use of natural fibers from the polymer composites under the application of reinforcement by the addition of jute and kenaf fibers that
takes place for...

Natural fibre reinforcement for composite materials- methods

Natural fibre reinforced polymer composite materials have been noticed exceptional research in almost all engineering appliances due to advantageous
possessions such as little compactness, lightweight and biodegradable material in past few decades. H. S. Basavrajet al. [6] discussed the vibrational behaviour by
adding sandwich laminate to jute fibre reinforced matrix (CNSL-GP resin) that reflected in damping factors and frequencies using optimum approach. It has been
observed that the potential ...

Conclusions

An extensive review was done to understand the earlier work carried out by researchers in the area of polymer matrix composites. The features of the composites
reinforced with natural fibres could prompt to replace other existing composites in commercial applications as they exhibits low density compared to synthetic
glass fibres. The different natural fibres used for the production of polymer matrix composites have been reviewed. The fabrication techniques and testing done
with various...
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ABSTRACT

The aim of this study is to investigate at the mechanical characteristics of FesO, particle
reinforced with 7075 aluminium alloy composite. The composites of different weight percen-
tage 2%, 4%, 6%, and 8% of Fe3z0, reinforcement were prepared using stir casting technique.
Prepared composite samples were examined for mechanical properties like tensile percentage
elongation and hardness test along with scanning electron microscopy. Additionally, corrosion
was also conducted on the prepared samples. The results of mechanical properties reveal that
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improvement in hardness and tensile strength and corrosion resistance values with different
weight percentage combinations. When compared to the original Al7075 alloy, the Ultimate
Tensile Strength is highest at a value of 64.563% for 8% Fes0, reinforcement, and variation in
Ultimate Tensile Strength is highest at a value of 21.865% for an increase in reinforcement
percentage from 4% to 6% weight, according to the experimental studies. .

1. Introduction

There is now a lot of interest in particle-reinforced
metal-matrix composites, particularly those based on
existing aluminium alloys. This is due to the fact that
the addition of ceramic particles to aluminium alloys
can increase mechanical and tribological characteris-
tics [1]. Current technology advancement in aerospace,
automotive, marine, construction and ease industries
has made the demand for materials having high
strength-to-weight ratio, good corrosion resistance
and good thermal conductivity to be on the increase
[2]. In the literature [3,4] studies reveal that the
increase in reinforcement particles in matrix-metal
results in the increase of mechanical properties like
hardness, tensile strength, impact strength, etc. Al-Fe
alloys are attractive for applications at temperatures
beyond those normally associated with conventional
Al alloys because of the stability of Fe in Al. In addition,
alloying Al with Fe increases its high-temperature
strength due to the dispersion of second-phase parti-
cles [5]. Compared to solid-phase processing, the
liquid-phase processing methods are attractive as
they are economical and also capable to produce
large structural components with complex geometry.
However, a major challenge in the liquid-phase proces-
sing is to achieve uniform distribution of reinforcement
and to obtain strong interfacial bonding between the
reinforcement and the matrix [6]. The development of
Al1sFes composite provides higher hardness and

improved tensile strength with much loss of ductility
as compared to base alloy. Both composite and base
alloy exhibit ductile mode of facture [7].

Due to its low cost and greater free energy thermite
reaction with aluminium, magnetite (Fe;0,) is also
good filler. This reaction can increase the wettability
of magnetite and aluminium matrix while also provid-
ing more energy for the operation. It is also a highly
regarded filler material due to its outstanding mag-
netic characteristics.

Additionally, corrosion behaviour is an important
factor to consider when using composites as structural
materials. Reinforcing particles may interact with the
matrix chemically, mechanically, or electrochemically,
speeding up corrosion.

Furthermore, galvanic interactions between the matrix
and reinforcement might accelerate corrosion. Several
corrosion experiments of Al matrix composites were car-
ried out in order to determine their corrosion susceptibil-
ity in NaCl. Different research studies have revealed that
increasing the SiC volume and optimising the quantity of
SiC improved the AMC's corrosion resistance [8-10].

The presence of reinforcements sometimes restricts
the continuity of the aluminium alloy and the surface
oxide coating primarily to the formation of galvanic
couples at the boundary/interface between the alumi-
nium substrate and the reinforcing material precipi-
tates. This increases the number of potential places
for electrochemical process [11].
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ABSTRACT ARTICLE HISTORY
The Al-7075 aluminium alloy has been proposed for widespread use Accepted 13 May 2022
in automotive applications. This material has been researched in
composite structures with various reinforcements in order to Stir casting; hardness;
improve its usage. In this study, Fe;04 (magnetite) is reinforced in 3 minium; wear: metal
an Al-7075 matrix to create a metal matrix composite by a stir matrix composites
casting process. Aside from the Neat Matrix samples, five samples

were produced by adding Fe3;0,4 to Al 7075 matrix in various weight

proportions such as 2, 4, 6, 8, and 10. The mechanical properties of

the fabricated composite specimens were determined by different

tests, including hardness, tensile, compression, and wear strength.

The results were compared to a standard matrix alloy. In addition,

SEM with EDAX studies was performed to examine the dispersion of

the reinforced particles in the chosen matrix alloy. The homoge-

neous distribution of Fe;0, particles in composites was observed to

be intragranular in origin. Furthermore, Fes0, particles were found

to be well attached to the matrix alloy, with a clean interface. The

composite’s hardness and tensile strength along with wear resis-

tance were also found to increase as the Fe;0,; concentration

increased.

KEYWORDS

1. Introduction

Aluminium is very attractive due to its low density, high thermal conductivity, and
environmental resistance; however, it has a high thermal expansion coefficient and low
mechanical strength.

Al-7075 has quite a broad range of uses, therefore it requires further reinforcing. The
aluminium alloy is utilised as a matrix material and is reinforced with single and multiple
reinforcement particles such as SiC, Al,Os3, Gr, TiO,, B,C, fly ash, and other materials to
create composites with better strength than the basic alloy material.

The potential of MMCs to significantly alter characteristics (thermal expansion,
density), mechanical properties (tensile and compressive behaviour), tribological proper-
ties, and other qualities by changing constituent or filler material phase has recently
attracted researchers’ attention [1].
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This work primarily focuses on Metal Matrix Composites due to their immense usage in the engineering
industry. Metal Matrix Composites (MMCs) hold considerably improved mechanical properties with huge
sort of applications from automotive to aerospace. In this investigation, aluminum (Al7075) as matrix and

Keywords: ) ) 3%, 6%, and 9% weight proportions of iron oxide (Fe;0,4) as reinforced Metal Matrix Composite are pre-
MFtal matrix composites pared by the help of the stir-casting method. The stir casting process is adopted due to its rewards like
Stir-casting easy manufacturing, low manufacturing cost, and uniform distribution of reinforced particles. The rein-

Al7075, Fes04 forcing particle Fe;0, takes part in a significant function in the engineering material properties. The

investigation reveal enhance in mechanical properties like Tensile, Compression and Hardness
Strengths. When juxtapose with primordial Al7075 alloy, the tensile strength is recorded highest as
362 MPa and Yield strength as 262 MPa for 9% wt. reinforced Fes04. Also, micro structural studies
(SEM & EDS) were done on the newly fabricated Al7075-Fe304 Metal Matrix Composite which conveys
uniform distribution of Fe30,4 reinforced particle.

Copyright © 2022 Elsevier Ltd. All rights reserved.
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ite. For the present experimental study, the proposed Metal Matrix
Composite is fabricated by stir casting method in an electric melt-

1. Introduction

Al7075 is a precipitation hardened alloy, with specific strength
and specific stiffness, good fracture toughness and corrosion resis-
tance, and excellent molding performance, belonging to super-high
strength deformation Al alloy [1-4]. It is one of the crucial struc-
tural materials in aerospace and automotive industry, whose prop-
erties are unnatural by metal compound particles, solid solution
particles, gain structure and dislocation [5-6]. Compared to Solid
processing technique, the liquid processing technique are attrac-
tive as they are more economical and can produce complex geo-
metrical components. Though, a major challenge in the liquid
technique is to attain even distribution of reinforcement and to
gain tough interfacial bonding between the reinforcement and
the matrix [7]. The improvement of Al1;Fe, Metal Matrix compos-
ite enhances elevated hardness and tensile strength with loss of
ductility as compared to the base alloy and shows ductile mode
of facture [8].

Limited work has been reported in studying the Mechanical
characterization of Fe304 reinforced with Al7075 matrix compos-

https://doi.org/10.1016/j.matpr.2022.05.501
2214-7853/Copyright © 2022 Elsevier Ltd. All rights reserved.

ing furnace.

The aim of the proposed work is to fabricated an Al7075 Metal
Matrix Composite reinforced with Fes0,4 (weight proportions) in
order to determine the optimized weight quantity of Fe304. The
composite’s Tensile, compression, Hardness strengths and micro
structural characteristic were tabulated and shown.

2. Materials and methods

The Al7075 alloy used as a base-metal in the study for the fab-
rication of composite that has been reinforced with a different
weight proportions of Fes04 (3%,6% and 9% wt).

The chemical composition of aluminum is shown in Tablel.
Fe304 300Mesh particle sizes were chosen.

The Stir casting method was employed to fabricate the Alu-
minum metal matrix composite. Fig. 1 shows the casting setup
and the stirrer fixed to variable speed motor|[8]. Fig. 2 illustrates
the fabrication process flowchart.

Selection and peer-review under responsibility of the scientific committee of 2022 International Conference on Recent Advances in Engineering Materials.

Please cite this article as: K. Raghavendra, A. Shivaramakrishna, Y. Basavaraj et al., Investigation on mechanical properties of AlI7075 based MMC reinforced
with Fe30,4, Materials Today: Proceedings, https://doi.org/10.1016/j.matpr.2022.05.501
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A Neural Network Model based Approach for Critical Rotating Machine using MATLAB

Pavan Kumar B K!, Dr.Yadavalli Basavaraj’

!Asst.prof, “Principal, Mechanical Department, Ballari Institute of Technology and
Management, Ballari, Karnataka, India

Abstract: Rotating machines are commonly employed in a wide range of industrial
applications. To minimise failures, boost dependability, and reduce maintenance costs,
condition-based maintenance must be implemented for spinning machinery. It is very critical to
identify the fault and predict the life of any machines. Henceforth, present study is focused on
reliability of machines using neural network by the aid of statistical tool named MATLAB which
ensures the proper validation which has 99% accuracy for the obtained data.

Keywords: Condition monitoring, FFT Analyzer, Neural Network, ISO severity chart
1. Introduction

In the modern era, industries have well equipped facilities to maintain the machines in stable
condition. Machines operating at higher speeds starts to fail, if it’s not maintained regularly that
in turn affects the health of machines leading to major disaster in industries. Henceforth it is
necessary to suggest the optimum solution by framework predictive maintenance approach to
enhance the life of rotating machines (1). Nowadays industrial maintenance is focused only on
alarm indications and expertise reviews. The hazards of motor rotating at higher rpm leads to
failure of machines if properly not maintained regularly also leading to major economic losses

(2).
2. Problem Identification

In a steel manufacturing industry, products of various cross sections are to be produced. One
of the issues with fault classification is the high dimensionality of rotating equipment. Many
factors, including as load, saturation, unexpected operating conditions, electrical noise, and
temperature, may all impact the fault identification process. So, its much essential for
maintaining the accuracy level for validation using the statistical tool.

3. Standard measurements for Critical Rotating Machine

The predictive maintenance or condition monitoring is among the planning maintenance part
of other maintenances such as a preventive and production maintenances and it involves the
trending and analysis of the machinery performance parameters to detect and identify developing
problems before a catastrophic failure can occur. The motor drive end of the machine was found
to be in critical condition which are above 7.1mm/s at 60Hz and 1550rpm and to be followed
according to vibration severity chart. The vibration program for maintenance of rotating
machines is based on factors like plant survey, machine condition, measurement points and
instrumentation selections, time period, tolerance etc.,
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Figure 1: ISO 10816-3 Industrial machines with nominal power and speeds between 120 r/min
and 15000 r/min
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The ISO 10816-3 Vibration Severity Chart as shown in above figure.l is divided into three

zones, the zone A (green) for vibration values from new machines, zone B (yellow) for machines
without restriction and zone C (red)for machines in which the damage could occur any time.

Table 1: Motor Drive End representing Frequency and speed versus different Velocities such as

V-H(Horizontal), V-V(vertical), V-A(Axial)

MOTOR — DRIVE END (DE)
SL Frequency Velocity
NO Xin Hz | RPM V-H V-V V-A
1 20 1450 0.02 0.01 0.01
2 40 1500 0.02 0.01 0.02
3 60 1550 7.91 8.15 7.78
4 80 1600 0.06 0.05 0.03
5 100 1650 0.35 0.16 0.19
6 120 1700 0.01 0.03 0.03
7 140 1750 0.01 0.04 0.05
8 160 1800 0.02 0.05 0.03
9 180 1850 0.01 0.09 0.04
10 200 1900 0.01 0.04 0.02
11 220 1950 0.02 0.01 0.02
12 240 2000 0.01 0.01 0.01
13 260 2050 0.01 0.01 0.01
14 280 2100 0.02 0.01 0.04
15 300 2150 0.02 0.02 0.04
16 320 2200 0.01 0.01 0.03
17 340 2250 0.01 0.01 0.08
18 360 2300 0.02 0.01 0.01
19 380 2350 0.01 0.01 0.01
20 400 2400 0.01 0.01 0.01
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4. Results and discussions

An Artificial Neural Network (ANN) is a data processing model inspired by how the human
brain analyses data. There is a wealth of material outlining the fundamental architecture and
parallels to organic neurons. The material here is restricted to a general overview of the various
components involved in the ANN implementation. The network design or topology, which
includes the number of nodes in hidden layers, network connections, initial weight assignments,
and activation functions, is particularly crucial in ANN performance and largely relies on the
situation at hand.
Hidden Layer Output Layer

Input Output
|;—
3 1
10 1

Figure 2: Neural network topology having 3 inputs and 1 output

Figure 2 shows the neural network for the motor drive end having three input and 10 hidden
layers and one output wa established. Purelin and transig functions are used for further obtaining
of results as a transfer functions.

Algorithms

Data Division: Random (dividerand)
Training: Levenberg-Marquardt (trainlm)
Performance: Mean Squared Error (mse)
Calculations: MEX

Progress
Epoch: 0 1000 iterations 1000
Time: 0:00:04
Performance: 8.62¢+03 [IN8I0 0.00
Gradient: 1.93e+04 0.0174 1.00e-07
Mu: 0.00100 0.000100 1.00e+10
Validation Checks: 0 990 1000
Plots
(plotperform)
Training State (plottrainstate)
Regression (plotregression)
Plot Interval: ' 100 epochs
v Maximum epoch reached.
@ Stop Training 0 Cancel

Figure 3: Algorithm and Regression window showing 1000 iterations of Epoch

The Figure 3 shows the possible regression results established upon changing the values. The
epoch of 1000 iterations was trained in the network having the performance value of 8.62e+03
and gradient is 1.93e+04 with the maximum epoch readings. The values are consistent as per the
literature survey examined. Hence this type of approach can be adopted for failure estimation of
machines.
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Figure 4: Regression validation output

Figure 4 shows the validation of the results using Levenberg algorithm for obtaining regression
values which has higher accuracy rate of 99%.

5. Conclusion

In this study, a generic methodology for detecting machinery faults using a pattern regression
technique is proposed. This entails gathering data, extracting features, reducing high-dimensional
data, and classifying it using MPL and closest neighbour. Although we utilized bearing fault
diagnostics as illustrative examples, the suggested technique may be used to different
applications by simply altering the sensory signal properties. The approaches described are
appropriate for rotating equipment defect identification and diagnosis and found to be 99%
accuracy when validated using neural network. Finally, maintenance strategy is implemented
such that, it will be performed prior to the scheduled date.
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Abstract: Increasing the number of Condition-Based Profitability and safety are given
emphasis in monitoring activity. Maintenance is the prevention of anticipated problems by
monitoring the machine in time for it to run, which involves process control, keeping the
machine operating, logistics, and improvement. This paper focuses on a unique feature of
predictive maintenance utilising the MATLAB tool's State space model and accuracy is more
than 85%. The frequency data is primarily collected from rotating machines using
vibrometers, and the obtained spectrums are analysed using MATLAB for validation, which
clearly defines the severity level of vibration in a component and to estimate the life of the

machine by creating a state space model and analysing it using asset tool.

Keywords: Maintenance, MATLAB, Frequency domain data, condition monitoring.

1. Introduction

Vibration analysis is an extensively measured parameter in many business programs.
Vibration response measurements give valuable information on common issues. Both the
analytical form and the window are included in the frequency domain data. However,
frequency domain data have been used in a variety of applications, including nonlinear
regression and compression. The signal is decomposed into time and frequency phrases of a
wavelet, known as the mum wavelet, using frequency domain data. Frequency domain data
are a powerful statistical tool that may be applied to a wide range of applications, including

signal processing, data compression, and business management of gear-wheels.
2. Investigation on Critical machine and Data acquisition

The accelerometer is placed on motor non driving end to collect data using vibrometer.
These measurements were done under full load conditions, and amplitude values in the axial
and vertical directions were found to be dominant. Later, this gathered data is fed into a
computer utilising Omnitrend software, where information is transmitted and useful in
understanding the prior data also by trends, which helps in diagnosing the problem by

verifying whether the readings are within allowed limits or not. The nature of the problem in
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equipment is detected by its distinct vibration characteristics. By studying the vibration

amplitude pattern, a localised problem may be identified without affecting the other bearings

in the equipment.

Table 1: Specifications of Mill Fan motor

Type of Equipment

Rotor Fan details

Location Non-Drive End
Pressure 780 MM WC
Impeller diameter 2750MM

Motor Type 3-Phase Induction Motor
Rating 590Kw
Operating Voltage TKV
Full Load Current 71 Amp
Motor Speed 990 RPM

The reason of failure was determined by thoroughly inspecting the sources of bearing

problems such as misalignment, mechanical looseness, and so on, and removing them one by

one, which causes bearing failure. The details of Mill fan motor are shown in below Table 1

and identified as high vibration response.

Table 2: Data acquisition for Motor Non-drive end

MOTOR — NON-DRIVE END (NDE)

Velocity

V-H V-V V-A

0.01 0.04 0.01

0.01 0.05 0.05

0.07 0.12 0.21

0.04 0.08 0.33

0.31 0.35 0.31

0.01 0.1 0.1

0.01 0.05 0.05

0.01 0.03 0.08

0.01 0.08 0.05

0.01 0.01 0.06

0.01 0.01 0.02

0.01 0.01 0.01

SL Frequency
NO X in Hz
1 20
2 40
3 60
4 80
5 100
6 120
7 140
8 160
9 180
10 200
11 220
12 240
13 260

0.01 0.02 0.03
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14 280 0.01 0.01 0.02
15 300 0.02 0.03 0.01
16 320 0.01 0.05 0.05
17 340 0.01 0.02 0.02
18 360 0.01 0.01 0.07
19 380 0.02 0.01 0.05
20 400 0.01 0.01 0.03

The data measurements are collected from a variety of sources and analysed to identify

equipment failure trends and determine what maintenance is required. Data capture, data

manipulation, status detection, health evaluation, and prognosis assessment are all

activities carried out during this stage and represented in below Table 2.

0.4
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0.2
0.15
01
0.05

-0.05

50

Frequency versus Velocity

100 150
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250 300

rtical
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350

400 450

Graph 1 : Graph shows frequency versus velocity with triaxial directions

As per the above data collected with triaxial directions for different frequency, graph is

drawn to show the highest peak in order to find the fault in machine. The common type of

fault detection is generally categorised into two types namely data driven and model-

based approaches.

3. Neural network

A Neural Network (NN) is a data processing model inspired by how the human brain

analyses data. There is a wealth of material outlining the fundamental architecture and

parallels to organic neurons. The material here is restricted to a general overview of the

various components involved in the NN implementation. The network design or topology,
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which includes the number of nodes in hidden layers, network connections, initial weight

assignments, and activation functions, is particularly crucial in NN performance and largely

relies on the situation at hand. Figure 1 depicts a basic NN and its elements having 3 inputs

and 1 output with 10 hidden layers.

Input

o

Hidden Layer

10

So— W

b

Lo

Output Layer

S— W

- i’

b

L

Figure 1: Neural Network flow diagram

An artificial neural network models biological synapses and neurons and can be used to make

predictions for complex data sets. Neural networks and their associated algorithms are among

the most interesting of all machine-learning techniques.
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In this paper, explain the feed-forward mechanism, which is the most fundamental aspect of
neural networks and it is much essential to show the best validation performed at certain
epoch number having validation value is 88% which is greater than 85% obtained from

training and test data.

4. Validation

Validation of the developed regression based simultaneous bearing fault diagnosis and
severity identification methods on a bearing test rig with vibration signals utilizing seeded

fault tests.

Best Validation Performance is 1.3247 at epoch 11
10k

Train

Validation
—— Tast
Best

Mean Squared Error (mse)
=

10'L , , , : , ,
0 5 10 15 20 25 30
31 Epochs

Figure 3: Performance validation results having MSE and epochs

The Figure 3 validates the best performance validated is 1.3247 at the epoch 11. The
accuracy of the diagnostic outperforms the previously published values. This study
concentrated on imbalance and misalignment since these two flaws are the most typical errors
that may be detected in bearing difficulties. Both the unbalance and misalignment rigs have

150000 data points in their data.
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Figure 4: Forest Qualifier matrix

The above figure 4 matrix shows the best breakdown error in predictions for an unseen data.
Each value of the row is standardised by listing different colours with different values. We
can easily identify the diagonal values with those of the positions which exactly shows the

best performance in the matrix. Image classification can be finished with the least error rate.

5. CONCLUSION

A generic methodology for detecting machinery faults using a pattern recognition technique
is proposed. This entails gathering data, extracting features, reducing high-dimensional data,
and classifying it using MPL and closest neighbour. Although we utilized bearing fault
diagnostics as illustrative examples, the suggested technique may be used to different
applications by simply altering the sensory signal properties. This paper concludes towards
validation from regression and forest qualifier matrix having more than 85% from literature
survey using MATLAB tool for diverging fault detection and prognosis in vibration size

techniques for machine factors.
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Abstract - Increasing the number of Condition-Based Profitability and safety are given emphasis in monitoring activity.
Maintenance is the prevention of anticipated problems by monitoring the machine in time for it to run, which involves process
control, keeping the machine operating, logistics, and improvement. This paper focuses on a unique feature of predictive
maintenance utilizing the MATLAB tool's State space model, and accuracy is more than 85%. The frequency data is primarily
collected from rotating machines using vibrometers, and the obtained spectrums are analyzed using MATLAB for validation,
which clearly defines the severity level of vibration in a component and estimates the machine's life by creating a state space

model and analyzing it using the asset tool.

Keywords - Maintenance, MATLAB, Frequency domain data, Condition monitoring, Vibration analysis.

1. Introduction

Vibration analysis is an extensively measured parameter in
many business programs. Vibration response measurements
give valuable information on common issues. The frequency
domain data includes both the analytical form and the window.
However, frequency domain data have been used in a variety
of applications, including nonlinear regression and
compression.

The signal is decomposed into time and frequency phrases of
a wavelet, known as the mum wavelet, using frequency
domain data. Frequency domain data are a powerful statistical
tool that may be applied to a wide range of applications,
including signal processing, data compression, and business
management of gear wheels.

2. Literature Survey

Mazzoleni et al. [1], experimental data are collected for
the cylindrical bearing NJ305, and four conditions are
considered: inner race defect, outer race defect, roller defect,
and healthy bearing. Kurtosis, crest factor, energy, skewness,
and other characteristics are calculated for all 900 signals in
the database. ANN is trained and tested first for condition
auto-identification, and then various classifiers are analysed
here to determine the best method. The Support Vector
Machine technique as a classifier was found to be the most
efficient, with nearly 86% efficiency.

Attoui et al. [5] this paper centres around fostering a
convolutional  brain organization to gain includes

straightforwardly from the first vibration signals and
afterwards analyze deficiencies. The viability of the proposed
technique is approved through PHM gearbox challenge
information and a planetary gearbox test rig which was
contrasted with the other three conventional strategies; the
outcomes show that the one-layered convolution brain
organization (1-DCNN) model has higher exactness for fixed-
shaft gearbox and planetary gearbox issue determination than
that of the customary indicative ones.

Katipula et al. [8], By comparing the proposed method to
previous works, two main contributions are concluded: first,
the proposed method directly uses raw vibration signals to
carry out fault diagnosis in an end-to-end way, greatly
reducing the reliance on human expertise and manual
intervention; second, the appropriate network architecture of
the MLCNN model is designed to realise compound fault
diagnosis of the gearbox effectively and efficiently. Finally,
two case studies are used to validate the presented method.
The results show that it is more accurate than other existing
methods in the literature. Furthermore, its stability
performance is quite good.

Li et al. [12], In this research, domain adaptation is
employed to facilitate the effective implementations of
intelligent fault detection. Specifically, we suggested a
framework based on a multilayer multiple kernel form of
Maximum Mean Discrepancy. In order to provide consistent
findings and enhance accuracy, the kernel approach is
developed to replace the high dimensional map of Maximum

CTACERCTl [ his is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/)


http://www.internationaljournalssrg.org/
http://creativecommons.org/licenses/by-nc-nd/4.0/

B. K. Pavan Kumar & Yadavalli Basavaraj / IJIME, 10(1), 1-5, 2023

Mean Discrepancy. As a result, characteristics from various
domains are near one another in the Hilbert Space.
Furthermore, two separate domains' characteristics contribute
to domain adaptation in each feature layer. Two bearing
datasets are utilised to evaluate the suggested method's
effectiveness. The experimental findings suggest that the
proposed technique can overcome the limits of existing
methods and attain conditioned performance.

Pankaj et al. [19], The following methods for CBM fault
prognostics are examined in this study: logical data analysis,
artificial neural networks, and proportional hazard models. A
technique for applying and comparing these models is created,
which comprises data pre-processing, model construction, and
model output analysis. The outcomes are evaluated using three
metrics: error, half-life error, and cost score. According to the
findings of this investigation, the LAD and feed-forward ANN
models outperform the PHM model. The feedback ANN, on
the other hand, performs poorly, with substantially larger
variation than the other three approaches' predictions. The
purpose of this research is to give suggestions on when and
where to employ these three prognostic models based on these
findings.

3. Critical Machine Identification

The accelerometer is placed on the motor's non-driving
end to collect data using a vibrometer. These measurements
were done under full load conditions, and amplitude values in
the axial and vertical directions were found to be dominant.

Later, this gathered data is fed into a computer utilising
Omnitrend software, where information is transmitted and
useful in understanding the prior data and trends, which helps
diagnose the problem by verifying whether the readings are
within allowed limits. The nature of the problem in equipment
is detected by its distinct vibration characteristics.

By studying the vibration amplitude pattern, a localised
problem may be identified without affecting the other bearings
in the equipment. The details of the Mill fan motor are shown
below in Table 1 and identified as high vibration response.

Table 1. Specifications of Mill Fan motor

Type of Equipment Rotor Fan details
Location Non-Drive End
Pressure 780 MM WC
Impeller diameter 2750MM

Motor Type 3-Phase
Rating 590Kw

Operating Voltage 7KV

Full Load Current 71 Amp

Motor Speed 990 RPM

Table 2. Data acquisition for Motor Non-drive end

Motor — Non-Drive End (NDE)
Frequency | Velocity
SLNO | XinHz V-H V-V V-A
1 20 0.01 0.04 0.01
2 40 0.01 0.05 0.05
3 60 0.07 0.12 0.21
4 80 0.04 0.08 0.33
5 100 0.31 0.35 0.31
6 120 0.01 0.1 0.1
7 140 0.01 0.05 0.05
8 160 0.01 0.03 0.08
9 180 0.01 0.08 0.05
10 200 0.01 0.01 0.06
11 220 0.01 0.01 0.02
12 240 0.01 0.01 0.01
13 260 0.01 0.02 0.03
14 280 0.01 0.01 0.02
15 300 0.02 0.03 0.01
16 320 0.01 0.05 0.05
17 340 0.01 0.02 0.02
18 360 0.01 0.01 0.07
19 380 0.02 0.01 0.05
20 400 0.01 0.01 0.03

The data measurements are collected from a variety of
sources and analysed to identify equipment failure trends and
determine what maintenance is required. Data capture, data
manipulation, status detection, health evaluation, and
prognosis assessment are all carried out during this stage and
are represented in Table 2.

As per the above data collected with triaxial directions for
different frequencies, a graph is drawn to show the highest
peak to find the fault in the machine. The common type of
fault detection is generally categorised into two types: data-
driven and model-based approaches.

Frequency versus Velocity
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Graph 1. The graph shows frequency versus velocity with triaxial

directions
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Fig. 1 Neural Network flow diagram

The reason for failure was determined by thoroughly
inspecting the sources of bearing problems, such as
misalignment, mechanical looseness, and so on, and removing
them one by one, which causes bearing failure

4. Neural network

A Neural Network (NN) is a data processing model
inspired by how the human brain analyses data. A wealth of
material outlines the fundamental architecture and parallels to
organic neurons. The material here is restricted to a general
overview of the various components involved in the NN
implementation. The network design or topology, which
includes the number of nodes in hidden layers, network
connections, initial weight assignments, and activation
functions, is particularly crucial in NN performance and
largely relies on the situation at hand. Figure 1 depicts a basic
NN and its elements having 3 inputs and 1 output with 10
hidden layers.

An artificial neural network models biological synapses
and neurons and can be used to make predictions for complex
data sets. Neural networks and their associated algorithms are
among the most interesting of all machine-learning
techniques.

This paper explains the feed-forward mechanism, which
is the most fundamental aspect of neural networks. It is
essential to show that the best validation performed at a certain
epoch number with a validation value of 88%, which is greater

than 85% obtained from training and test data.

Validation: R=0.8865
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Fig. 2 Validation results showing R-value

5. Validation
Validate the developed regression-based simultaneous
bearing fault diagnosis and severity identification methods on
a bearing test rig with vibration signals utilizing seeded fault
tests.
Best Validation Performance is 1.3247 at epoch 11
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Fig. 3 Performance validation results having MSE and epochs
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Fig. 4 Forest Qualifier matrix

Figure 3 validates that the best performance validated is
1.3247 at epoch 11. The accuracy of the diagnostic
outperforms the previously published values. This study
concentrated on imbalance and misalignment since these two
flaws are the most typical errors that may be detected in
bearing difficulties. Both the unbalance and misalignment rigs
have 150000 data points in their data.

The above figure 4 matrix shows the best breakdown error
in predictions for unseen data. Each value of the row is
standardised by listing different colours with different values.
We can easily identify the diagonal values with those of the
positions showing the best performance in the matrix. Image
classification can be finished with the least error rate.

6. Conclusion
A generic methodology for detecting machinery faults
using a pattern recognition technique is proposed. It entails
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gathering data, extracting features, reducing high-dimensional This paper concludes towards validation from regression and
data, and classifying it using MPL and closest neighbor. forest qualifier matrix having more than 85% from literature
Although we utilized bearing fault diagnostics as illustrative  survey using MATLAB tool for diverging fault detection and
examples, the suggested technique may be used in different  prognosis in vibration size techniques for machine factors.
applications by simply altering the sensory signal properties.
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ARTICLE INFO ABSTRACT

Conducting polyaniline (PANI) is doped with a bi-metal oxide, Zinc tungstate (ZnWO,) in the chemical
polymerization method, and the composite matrix is sintered on the substrate to form a film. The char-
acterization of composite by FTIR spectrum to confirm the formation of emeraldine salt phase of PANI
from monomer aniline. X-RD spectra and SEM images to confirm the presence of crystalline ZnWO, in
PANI matrix. The difference in conductivity versus temperature shows exponentially thermal activated
behavior, in which conductivity increases with temperature due to the curling effect of polymer compos-
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Keywords: ite. When exposed to liquid petroleum gas (LPG), due to depletion in the number of conduction electrons
;?rl‘)c'a;'::;a[e at the surface and grain boundaries, there is a barrier formation at the interface of sensing films of PANI/
Conductfvity ZnWO, composite, via Fermi energy exchange control mechanism, thereby composite film increases its
Sensor resistance with LPG concentration.
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1. Introduction

The gas sensor is always operated in a gas environment known
as a chemical sensor. These chemical sensor converts change in
chemical information into an electrical signal, based on the chem-
ical change and concentrations of the different gaseous species
under different conditions. The sensor response (sensitivity) is
defined as the ratio between the steady response of the chemical
sensor when exposed to the sample gas environment to the sensor
response when exposed to the reference atmosphere without sam-
ple gas. When a chemical sensor is exposed to sample gas, then
sensor materials interact with the sample gas, this kind of interac-
tion may lead to oxidation increases the resistance/reduction
decreases the resistance, these chemical reactions is on the surface
of the film or bulk material. Some of the physical properties will be
changed in sensing material due to the interaction of sample gas
such as conductivity. The changes in resistance/conductivity willl
be measured by a voltage drop across the resistor connected in ser-
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Selection and Peer-

ies with the sensor [1]. Fig. 1 shows the solid-gas sensor working
principle. The physical properties of different materials have been
modified when interacted with a chemical gas environment, mate-
rials such as metals, metal oxides (ionic compounds) super-
molecular structures, and polymers. Sensing material properties
along with characteristics is governed by the type of interaction,
material properties like polarizability, affinity, molecular size,
and structural changes. There are two types of interaction between
the sensing materials and the existence of gas.

The first type of interaction is “Lock and key" interaction, this
happens usually in a sensing material that consists of organic
materials. In this interaction, there is an arrangement of a mono-
layer of the identified molecule or specifically identified sites in a
polymer matrix. |2]. The second one is the chemical sensing within
inorganic materials. Reactions between the molecules present at
the surface of sensing material and/or chemisorptions in the sens-
ing material and/or catalytic reactions between gas and sensing
material. Thus, there is a change in carrier density and mobility
dues to the change in charge distribution at the surface while inter-
acting with gas [3]. Household LPG (liquefied petroleum gas) and
CO (carbon monoxide gas) are flammable gases. These gases are
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Humidity sensing performance of the magnesium oxide
nanoparticles —

S. S. Shanawad', B. Chethan®* ®, V. Prasad?, A. Sunilkumar®, and V. S. Veena*

2 pepartment of Physics, Indian Institute of Science, Bengaluru 560012, Karnataka, India
3 pepartment of Physics, Ballari Institute of Technology and Management, Ballari 583104, Karnataka, India
4 Department of Physics, Government First Grade College, Madhugiri 572132, Karnataka, India

! Department of Physics, JSS Banashankari Arts Commers and SK Gubbi Science College, Dharawad SBOOOyataka, India

‘Received: 12 October 2022 ABSTRACT
{Accepted: 17 December 2022 [, thjs present scenario, the humidity sensing response of the green synthesized
Magnesium oxide Nanoparticles (MgO NPs) had been viewed. Here the MgO
© The Author(s)) wunder  NPs synthesized by green synthesis method with green tea extract as fuel. The
iexclusive licence to Springer  structural, functional and morphological characterizations like XRD (x-Ray
‘Science+Business Media, LLC,  diffraction), FTIR (Fourier transform infrared spectroscopy), SEM (scanning
Jature 2023 electron microscope), EDS (Energy dispersive X-ray spectroscopy), TEM
e (transmission electron microscopy), SEAD (Selected area electron diffraction)
were performed for the sample. The important observation in the morphological
studies is that: The MgO NPs shows the irregular clusters of particles which can
be clearly distinguished has been confirmed from TEM images. The rise in the
surface area and porosity confirmed from SEM studies. For the humidity
sensing measurements, the sensing film of the MgO NPs prepared by groomed
the sample on the glass plate using spin coating unit. The MgO NPs has shown
an epitome sensitivity of 99.84% at room temperature with a rapid response
time and recovery time of 14 and 26 s, respectively. The MgO NPs has gained a
least real sensitivity with less LOD (Limit of detection). Also, the sample has
recorded a trifling hysteresis, good linearity and shown an exact stability. The
physical parameters for MgO NPs also calculated to determine the potentiality
as a perfect sensor. The sensing mechanism also hashed out on the basis of the
establishment of chemisorption and physisorption layers.

part of Springer
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ARTICLE INFO ABSTRACT
precipitation method

In the present work, magnesium hydroxide nanoparticles were synthesized using the co

with the variation of the reaction temperature. The effects of variation of the reaction temperature on the mor-
phological and optical properties were discussed in this paper. The synthesized NPs were characterized using X-
ray diffraction, Scanning electron microscope with energy dispersive X-ray spectroscopy, Fourier transform in-

frared spectrometer, UV-visible absorption, and fluorescence techniques. The crystallite size of the NPs was esti-
Hall (WH), size-strain plot

Keywords:
Mg(OI1); NPs
willlamson-Hall
Halder-Wagner

XRD
SEM
Fluorescence mated using various theoretical methods such as Debye-Scherrer (DS), williamson-
(SSP), and Halder-Wagner (HW) methods and noticed that all the methods have yielded nearly same crystallite
d 7-8 nm for MH B NPs, respectively. The synthesized NPs

size, which ranges between 10 -12 nm for MH A an
have shown the shape of flakes and agglomerated particle distributio
tion and narrower emission band in the visible region, which sugges
the field of biological markers, sensors and light-harvesting devices.

L e

n. These NPs have also shown broad absorp-
ts that these have potential applications in

1. Introduction

Lately, magnesium hydroxide (Mg(OH),] nanoparticles (NPs) have
paid attention due to their elite properties, namely excellent fire retar-
dant quality, great thermal stability, nontoxic, and low cost (Wu ct al.,
. 2020: Henrist et al., 2003). These NPs were already extensively utilized
in flame inhibitors, therapeutic products, chemosensors, biosensors,
and as the major starting material to process magnesium oxide (Mg0)
from magnesium chloride (MgCly) which is present in ocean water or
brackish water (Liang, 2017; Li et al., 2016; Ganguly et al., 2011).
There are various methods are available to produce magnesium hydrox-
ide (MH) NPs namely hydrothermal (Ding et al., 2001), ultrasonic-
assis'ted (Song ctal.. 2010), microwave-assisted (Beall et al., 2013), co-
pregnpi(fxtion (Calderdn et al., 2020), and sol-gel methods (Minami et
L2 Sura e s, oyore —y

y, which enables tuning crystallite size,

structure, and surface modifications as a function of reaction condi- °

« Corresponding au . Assiste
| g author at; Assistant professor, Department of Studies in Physics Vijayanagara Sri Krishnadev:
, Vije

Ballari 583 105, India,
E-mail address: kotreshm 2o gmail.com (MG, Kotresh)

htps:: /dotorg/10.1016/).010.2022, 100336

tions such as pH, reaction temperature, and concentration of precursors

used (Kotresh et al., 2021).
There are few previous reports that are available on the successful

synthesis, and potential utilization of MH NPs in biomedical and indus-
trial applications. Ding et al. have successfully produced rod, tube, nee-
dle, or lamella-structured MH NPs by employing the hydrothermal
method using various magnesium precursors and reducing agents (Ding
al., 2001). Zhao et al. have shown the production of MH
nanoplatelets by simple blending and casting processes and these NPs
have shown excellent antibacterial and flame retardant activity (Zhao
et al., 2014). Vatsha et al. synthesized MH NPs functionalized with or-
ganic fluorophores, which enables NPs to be traced during an in-vivo
experiment (Calderén et al., 2020). Most of the researchers use various
markers and organic fluorophores linked to the synthesized NPs to as-
sess in vivo interaction with biomolecules due to their weak fluorescent
characteristics. Hence, it is very important to synthesize good fluores-
cent NPs to get good signal strength during the in-vivo interaction and
which is the recent highest priority of the research community for vari-

el
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Abstract

Humidity sensing response of conducting polymer composite such as Polyaniline-Neodymium Oxide (PNO) composite with varying wt% of Nd,0,
in PANI [PANI-Nd,0;-10% (PNO-1), PANI-Nd,0,-30% (PNO-2) and PANI-Nd,05-50% (PNO-3)] was studied. These samples were prepared by in situ
chemical polymerization and were structurally and morphologically characterized by various analytical techniques. Humidity sensing performance of
the PNO composites was evaluated in the range of 11-97% RH. Composite PNO-3 showed the highest sensing response of 99% with a response and
recovery times of 28 and 29 s, respectively. Other sensing parameters like hysteresis, limit of detection, and sensing stability were also determined

for the composites.

Introduction
Humidity sensors have gained vital significance in the food
production, food storage, medical field, agriculture, museums,
libraries, electronic industry and nuclear power plants due to
the increase in demand for their use in monitoring the con-
trolled environments.['l Recently, humidity sensors fabricated
from materials such as metal oxides, ceramics, thin layers of
aluminium oxide films have attracted considerable attention in
the field of sensor research.[?) But most of these sensors have
encountered many limitations, such as complex device fabri-
cation, high operating temperature, high-power consumption,
and high cost.’) To overcome these disadvantages, conducting
polymer-based humidity sensors have emerged as a competitive
class of alternating material with a number of advantages, such
as ease of fabrication, hygroscopicity and ambient tempera-
ture operability.[] In addition, the sensing dependent electrical
and related mechanical properties of the conducting polymers
can be tuned in various ways; including doping, production
of blends and composites, and use of various preparation
proccdurcs.m

Among all the conducting polymers, polyaniline (PANI)
has emerged as an excellent polymer due to its chemical expe-
diency and ease of synthesis along with the wide range of
attractive applications in sensors, EMI shiclding, corrosion
protection, supercapacitors, etc. ! PAN:/glonc has exhibited

LR
anjun C %Muully to this
mﬁﬁepanment.
Dept i5f PhiysICs,
talian institute of Technology & M
BELLARY
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L. B. Gunjal and
work.

anagement

very less sensitivity to humidity due to its less hygroscopic-
ity. To fabricate efficient humidity sensors, PANI has been
composited with diverse materials like metals, semiconduc-
tors, non-metals, metal oxides, and carbon materials such as
fullerene, carbon nanotubes, graphene, graphene oxide.”! To
further enhance the scope of PANI based composites, in terms
of water adsorption capacity, improved sensitivity, response,
and recovery times, limit of detection and linearity, in the
present work we have chosen PANI and composited with
neodymium oxide (Nd,05). Since it is a rare earth oxide with
a hexagonal crystal system, which has a high dielectric con-
stant and insolubility in water and favorable band offset with
semiconductors, it finds applications in many microelectronic
devices such as sensors.!®!

In this perspective, PNO composites with different wt% of
Nd, 0, in polyaniline were synthesized by employing the in situ
chemical polymerization, and then morphologically and struc-
turally characterized by FESEM, TEM, XRD, FTIR and Raman
studies before humidity sensing studies.

Experimental

Materials
Aniline (C HsNH,), Hydrochloric acid (HCl), Ammonium

persulphate [(NH,),S,04], Neodymium oxide (Nd,05) and
de-ionized water all these analytical reagents (AR) grade
chemicals were procured from SD fine chemicals, Mumbai,

India.
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ABSTRACT

Keywords: In this research paper, the influence of vanadium pentoxide (V20s) and lead tetroxide (Pb3O4) on poisonous
Vanadium pentoxide carbon monoxide (CO) gas sensing performance of polyaniline (PANI) at ambient temperature was deliberately
Lead le.'f“ide discussed. Through in-situ polymerization method, the PANI/ V,0s + Pb3O4 (PVL) ternary composites was
Z‘gy::::_'l:e prepared by taking vanadium pentoxide and lead tetroxide in proportionate order of 10, 20, 30, 40 and 50 wt%
Timing bei avior with polyaniline. The synthesized composites were characterized and confirmed by using XRD, FTIR, SEM,
Stability HRTEM and TGA studies. To support the CO sensing, the DC conductive studies are carried out at the temper-

ature range 20 to 200 0C. The PVL-3 (PANI/ V505 + Pb3O4 — 30 %) ternary composite has shown an increased
conductivity compare to pristine PANI and other ternary composites. Using, DC conductivity graphs the acti-
vation energy was determined. For the CO gas sensing studies, the film of all the composites was prepared using
spin coating unit. Among PANI and all the ternary composites, PVL-3 ternary composite has shown a good
variation in resistance. This composite has shown a better sensitivity of 82 % at 25,000 PPMv level. Along with
this the ternary composite has depicted an appreciable response time of 34 s a recovery time of 37 s. The sensing
stability of the composite also tested for 60 days. The detailed CO sensing mechanism was discussed thoroughly.

efficiency in blood, irritation on skin, dizziness, hallucination, loss of
locomotory and respiratory problems are caused due to increase in the
CO concentration. So, CO detection and monitoring sensors are very

1. Introduction

In these centuries, modernization and industrialization is the prime

use to lead the sophisticated life for mankind. While enhancing the
Q)mfortable life to humans, more undeniable problems hinder the
ecosystem and public health. The increase in the quantity of the non-bio
degradable constituents, toxic gases, heavy metals, e-waste brings the
non-curable threats to the living beings. The detection and decomposi-
tion of these wastes gained researchers attention. In this modern world
increased concentration of the toxic gases namely; ammonia, nitrogen
dioxide, carbon monoxide (CO) and sulfur dioxide bring serious dis-
eases. Among the toxic gases, CO is the most dangerous pollutant which
dangerous for both flora and fauna. CO is colorless, odorless, tasteless
gas which has formed due to the incomplete combustion of the organic
materials [1]. The perilous effects like decrease the oxygen caring

* Corresponding author.
E-mail address: chethanbchetu@gmail.com (B. Chethan).

https://doi.org/10.1016/j.inoche.2023.110476

essential and effective for today.

The conducting polymers plays a vital role in most of the research
fields [2]. The research in conducting polymer science has become inter
disciplinary subject, as it consolidates in physics, chemistry, biology,
environmental science and engineering field. As a consequence of the
diverse applications of conducting polymers it has become major
endowment in every aspect of society. Among the conducting polymers
polyaniline (PANI), polypyrrole and polyacetylene are more advanta-
geous, because they are associated with n-bonds and o-bonds [3]. In the
group of conducting polymers polyaniline has captured more attention
due to its chemical feasibility, cost effectiveness and eas-y synthesis
[4-8]. In recent years, polymer-based composites have sought greater

Received 4 November 2022; Received in revised form 21 January 2023; Accepted 2 February 2023

Available online 4 February 2023
1387-7003/© 2023 Elsevier B.V. All rights reserved.

Scanned by CamScanner



[ Depastmedt . physics
BTV, Ballati

7o,
The bepuly Diredor
BITV), Ballai
® Retpecled 97,

Sub- /Zgzm«? haestive [ PrblicdBn
ot fefetonce o dbove (ied Aubject, T hotehy,
infotm you Tt~ ene § my papet hes
publiched tn Stience ikt wdex erpondad

o joutnel ™ Teb-2023 | plevse  (onsida "y
er@a@ﬁéd— omd Ao Te rxzw%uf - .

Scanned by CamScanner



i('ihm:l( for |
updates |

Polyaniline/vanadium pentoxide/lead tetroxide ternary
composite for LPG sensing
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ABSTRACT

In the present work, Gas sensing performance of the amalgamated vanadium
pentoxide (V,0s) and lead tetroxide (Pb3O,) in proportionate order with 10, 20,
30, 40, and 50 wt% in polyaniline (PANI) ternary composites has been studied.
For the study, the samples are synthesized by in situ polymerization technique.
The synthesized composites were characterized and confirmed using Fourier
transform infrared spectroscopy (FTIR), X-ray diffraction (XRD), and scanning
electron microscope (SEM) studies. Supporting to gas sensing, AC conductive
studies are carried out at room temperature in the frequency ranging from 50 to
1 MHz. The PV3 ternary composite (PANI/ V,05 + Pbs0;—30%) has depicted
an enhanced conductivity compared to pristine PANI and other ternary com-
posites. The complex plane impedance plots depict good agreement with the
conductivity studies. The liquified petroleum gas (LPG) sensing studies are
carried out at ambient temperature (29 °C) and at relative humidity of 45%. For
the study, the film of all the samples is made using spin coating unit. Among
PANI and all the ternary composites, PV3 ternary composite has shown a good
variation in resistance. This composite has shown a better sensitivity of 97.05%
at 25,000 PPMv level. Along with this, the PV3 ternary composite has depicted
an appreciable response time of 29.15 s and a recovery time of 35.26 s. The
sensing stability of the composite was also tested for 60 days. The detailed LPG
sensing mechanism was discussed deliberately.

S. S. Shanawad and A. Sunilkumar have contributed equally to this work.

Address correspondence to E-mail: chethanbchetu@gmail.com; chethanb@iisc.ac.in
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Abstract - This paper explores the usage of hybrid power
generation system based on a Solid Oxide Fuel Cell (SOFC),
Wind, and an Ultra-Capacitor (UC) in a grid-connected
scheme. The UC acts as an energy storage system to
compensate for the slow dynamic response of the SOFC. This
combination of components effectively maintains a stable
output of power from the Wind system. Control systems are
implemented to manage the power converters associated with
the energy system to meet the expected demand. The SOFC
needs to increase its power in the face of changes in the
inverter power or a decrease in Wind power, and in both cases,
the UC supplies energy until the SOFC reaches the desired
power output level. Recharging of the UC is done using Wind
power. The hybrid system is capable of providing constant
power irrespective of fluctuations in wind speed. Results
obtained from simulations are presented to demonstrate the
performance of the hybrid system with respect to the changing
wind speed and load.

Keywords—component, formatting, style, styling, insert (key
words)

L INTRODUCTION

The demand for electrical power is increasing rapidly
while meeting the increasing demand at the same pace is
difficult due to economical, environmental and time
constraints associated with building new power plant. The
strive for clean power generation has became a priority for
energy sector due to increased awareness regarding
environmental issues on using fossil fuels. Clean energy
generation and reducing the demand-generation gap can be
achieved using small scale generation placed near the load
centre. The power generation in range of few kilowatts to a
megawatts are termed as distributed generation (DG) [1].
The distributed generators are placed near load centre and
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have advantages like utilization of local resources, reduction
of stress on distribution system, voltage support. However
the DG can affect the system adversely if proper care is not
taken in sizing and placement [1]. The distributed generation
based on renewable resources uses naturally available
resources to produce electricity such as PV (photo voltaic),
wind, tidal, geothermal. The fuel cell and micro-turbine are
the DG’s gaining importance nowadays due to high
efficiency and combined heat and power applications.

Among the renewable based distributed power generation
the PV and wind has gained more importance and has well
established technology. The wind system is one of the old
technology utilizing wind power to generate electrical power.
The wind based power generation has disadvantage as the
output is fluctuating as wind speed varies widely, seasonally
and timely [2]. However the load requirement is constant
hence wind systems are associated with energy storage
systems. The batteries are commonly used as storage system
with wind system to store the energy when the wind power is
available and release it as per load requirement. The system
output is limited by wind power availability, battery capacity
and it’s state of charge. The batteries are high energy density
devices and suitable for constant output requirements.
However as wind varies widely the battery also undergoes
uneven charging and discharging cycle which affects the life
of battery [3]. In order to support the battery life the UC are
used [4]. The ultra- capacitor is a high power density device,
able to deliver the burst of power instantly and can undergo
high number charging/discharging cycles. The better way to
tackle the issue with wind system is to combining different
resources to supply constant power. The combining different
resources leads to hybrid generation system.

Al-based technologies are gaining prominence as a means
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Voltage rise is the main obstacle to prevent the increase of distributed generators (DGs) in low-voltage (LV) distribution grids. In
order to maintain the power quality and voltage levels within the tolerance limit, new measurement techniques and intelligent
devices along with digital communications should be used for better utilization of the distribution grid. This paper presents a real-
time sensor-based online voltage profile estimation technique and coordinated Volt/VAR control in smart grids with distributed
generator interconnection. An algorithm is developed for voltage profile estimation using real-time sensor remote terminal unit
(RTU) which takes into account topological characteristics, such as radial structure and high R/X ratio, of the smart distribution
grid with DG systems. A coordinated operation of multiple generators with on-load tap changing (OLTC) transformer for Volt/
VAR control in smart grids has been presented. Direct voltage sensitivity analysis is used to select a single DG system for reactive
power support in multi-DG environment. The on-load tap changing transformer is employed for voltage regulation when
generators’ reactive power contributions are not enough to regulate the voltages. Simulation results show that the reported
method is capable of maintaining voltage levels within the tolerance limit by coordinated operation of DG systems and on-load tap
changing transformer.

1. Introduction

Proliferation of distributed generation is expected to change
the operation and control of existing power grids. Inter-
connection of distributed generators at low voltage levels
improves network reliability, power quality, and efficiency
and reduces overall power loss. In order to achieve these
benefits with large penetration of DG source in existing
utility networks, several technical problems are to be faced
such as voltage regulation, islanding of DG, degradation of
system reliability, power quality problems, and protection
and stability of the network [1, 2]. Voltage rise problem is the

main obstacle for the growth of distributed generators in
low-voltage distribution grids [3]. This is very important as
traditional distribution networks are designed to maintain
customer voltage constant within the tolerance limit.
Therefore, new measurement techniques and intelligent
devices along with digital communications should be
employed in low-voltage distribution grids in order to
maintain the power quality and voltage levels within the
tolerance limit. Emerging smart grid technologies will ad-
dress the enormous challenges to be faced by the integration
of high levels of DG sources into future distribution grids. A
key feature of a smart grid system is the use of
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N ABSTRACT
I'he novel dernatives of naphtho-furan such N-i.‘bromo-l'(5-phcn_\l-I.,*‘-3-<w.)di‘1/nI42-yl)n.lph(h.z[l‘l bturan- |
vhacetamide (8). \-(5~brmno»2-(h)dmlmccarbun,\'l)naphlha[f.l-b]fumn-l-yl].\.;cr.‘umdc (7). ethyl-1-acetamido-3
bromonaphtho| 2.1 -b}furan-2-carboxylate  (6), N-(3-nitro-2-(S-phenyl-1,3 4-oxadiazol -2 ylnaphtha(2,1-bfuran- |
vljacetamide (3).N~(2-(hydrazinecarbony!)-3-nitronaphtho[2, I -b}furan- -yl )acetamide (4), ethyl-1-acetamido-3-
nitrpnaphtho[2.1-b]furan-2-carboxylate (3), are prepared by cth_\'l-l-3cclanmlunaph[lm[1, I-b]turan-2-carboxvyate and
ethyl 1-aminonaphtho[2.1-b]furan-2-carboxylate. All newly synthesized compounds were confirmed by Mass,
NMR. and FTIR spectroscopic techniques. Those compounds were used for antimicrobial activity 1t exhibits good
antibactenal and anti-functional activ 10y
Keywords. Naphthofuran, Furan, Antibacterial Actiy 1y, Antimicrobial Activity, Oxidiazoles
RASAYAN J rem. Vol 16 No L, 2003

N

103,

INTRODUCTION
The Sunvey of the literature revealed that the attraction the researchers in the field of heterocyelic
chemstry’ 1s high, a wide range of heterocyclic molecules that have the greatest deal with thewr biologcal
activeness and also they make good development of novel compounds with thewr unique propertics. The
new synthesis of a variety of heterocyclic moieties has to pay high atention to organic chemists over
many years mainly due to their importance 1n phamacological activity.” The existence of nitrogen and
oxygen in a heterocy chc_ring system has attracted the organic researcher because of their multiple effects
on biological activiues® and pharmacological activities * Oxidiazoles are important five-membered
heterocyclic compounds having mitrogen and 0xygen as hetero atom. Oxadiazoles have shown a kev role
m the evolution of principles in heterocyclic chemistry and also are considered advantageous 10 the
medicinal field. Oxadiazole forms four possible 1somers. Now a day’s most researchers are more attracted
1o the 1.3.4-0xadiazole’ 1somer due o s

. high potential bological activeness  The synthests of senes
.3 4-oxadsazole molecule with 2.5-

“disubstituted® 1s known substuntial pharmaceutical unportange '

Rasayan J Chem | 16()), 167175202 1) y e
http:/idoi.org/10.31788/10.)¢ 20231618088
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Abstract

A novel peripherally tetra s
linked N'uhn:nncillr‘illlz (::JI(: ';P.I;”‘.‘ | batituted Coft)philocyanine (NCaPe) was synfbesrhl'
o M“"CNTL v)v:’ t Lh‘l()fldc,.ln the presence of catalytic amount of DMF, DBU, and K /( 0,
( . Vg NC“PC_MW&NT:C ch:}raclcnzcd by FTIR, NMR, UV-Vis, XRD, TGA, and mass spectroscopic tech v
S e (OAP.) ()A:?"'Cd glassy carbnn clectrodes (GCEs) were used to electrochemically detect and qu.mlth
At o and,p aqueous solutions, Cyclic voltammetric data established a linear response between t e
. bl o3 }L;b molar concentration (10-190 pM). The limit of detection (LoD) of the two mudlh‘cd
bt bc;lh‘; and 25 nM, respectively). The NCoPc and NCoPe-MWCNTs-GCEs (in the cnncr.wnttalmn
e S, v an;‘é/:md comparable. The LoD values for oAP at the NCoPe-GCE and NCoPe-MWCNTs .h)'
N it e : Tm:rc 19 nM and 6.5 nM, respectively. They are exhibited good electrocatalytic activity
, and this was aided by the improved conductivity of the composite modifiers.

(he reaction of naphthol
The NCoPc and it
niques. The

Keywords Naphthol - _
phthol - Co(II) phthalocyanine - Ortho-aminophenol - Electrocatalytic activity - Sensors

Introduction

Researchers of new materials for electrochemical sensing
are playing more attention towards clectrode modification
via electrochemical-polymerization [1]. These modified
electrodes have found applications in electrocatalysis [2],
biosensors [3], electrochromic devices [4], chemically modi-
fied electrodes [5], and corrosion protector [6].

The MPc and their derivatives are soluble in most com-
mon organic solvents; they exhibit good electrochemical
and photovoltaic activities [7, 8]. Due to their high chemical
and physical stability, the MPc compounds show excellent
optical properties like nonlinear optical devices [9], medic-
inal and therapeutic agents [10], photodynamic therapy
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[11], semiconductors [12], catalysts [13], gas sensors, and
dye industry. Tilani et al. have previously reported detec-
tion of 0AP by a sorbaamide substituted electrode modi-
fied with a Co(IT) phthalocyanine complex [1]. The Cof IT)
and Cu(Il) phthalocyanine-modified electrodes have been
used to detect the various environmental pollutants such as
2-amino-4-chlorophenol, p-aminophenol, o-aminophenol,
and p-nitrophenol [14].
o-aminophenol is considered hazardous chemical which
exceedingly affects the mankind. The high concentration
phenol compound affects the nervous system, liver, kidney,
and blood of human and animals [15). Phenolic compounds
are added as minor components of electrolytic strip tin coat-
ing, resin manufacturing, pesticide productions, pharmaceu-
ticals, textile, paint, wood products, oil refining, plastics,
explosives, ceramics, paper [16-18], hair-dyeing agents
(19], antipyretic drugs (20), photographic developers (211,
he reduction of o-aminophenol 10 ladder polymer [22], and

dyes and pesticides [16]. .
We have prepared naphthol substituted Co(IT) phthalocya-

nine (NCoPc) complex and its composite with
and these materials were used to prepare
electrodes for 0AP detection. The el

of OAP at the electrodes exhibits excellent responses marked
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Abstract— The present detection performance has to be substantially enhanced because of the
numerous flaws in complex software. Several methods of finding security flaws in code have
been presented. There is a family of methods that use DL its means Deep Learning techniques
that show promise. This study is an attempt to use Code BERT, a deep contextualised model,
as an embedding solution to make it easier to find security flaws in C open-source projects.
Code BERT's use for code analysis unearths previously unseen patterns in software, which may
improve the efficiency of subsequent processes like software vulnerability identification.
Based on BERT's design, Code BERT offers a bidirectional stacked encoder of transformers
to make it easier to study security flaws in code via long-range dependency analysis.
Furthermore, transformer's multihead attention method allows for several essential variables of
adata flow to be concentrated on, which is vital for evaluating and tracking potentially sensitive
data faults, and ultimately results in optimum detection performance. Word2Vec, Glove, and
Fast Text are four mainstream-embedding approaches that are compared to one another in order
to determine the efficacy of the proposed Code BERT-based embedding solution for creating
software code embeddings. The experimental findings demonstrate that when it comes to
downstream vulnerability detection tasks, Code BERT-based embedding works better than
other embedding methods. In order to further improve efficiency, we recommended include
synthetic vulnerable functions and performing fine tuning using both real-world and synthetic
data to aid the model in learning susceptible code patterns in C. While doing so, we investigated
which settings would best fit Code BERT. Evaluation results reveal that the updated model
outperforms various state-of-the-art identification techniques on our dataset.
Keywords—BERT, Vulnerability, Embedding

I. INTRODUCTION

The vulnerability of software has been a major problem in cybersecurity research [1-3]. These
security flaws pose a risk to the internet and computer systems of businesses and governments.
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Abstract: Scene classification aims to classify various objects and land use classes such as farms,
highways, rivers, and airplanes in the remote sensing images. In recent times, the Convolutional
Neural Network (CNN) based models have been widely applied in scene classification, due to
their efficiency in feature representation. The CNN based models have the limitation of overfitting
problems, due to the generation of more features in the convolutional layer and imbalanced data
problems. This study proposed Gaussian Mutation-Spider Monkey Optimization (GM-SMO) model
for feature selection to solve overfitting and imbalanced data problems in scene classification. The
Gaussian mutation changes the position of the solution after exploration to increase the exploitation in
feature selection. The GM-SMO model maintains better tradeoff between exploration and exploitation
to select relevant features for superior classification. The GM-SMO model selects unique features to
overcome overfitting and imbalanced data problems. In this manuscript, the Generative Adversarial
Network (GAN) is used for generating the augmented images, and the AlexNet and Visual Geometry
Group (VGG) 19 models are applied to extract the features from the augmented images. Then, the
GM-SMO model selects unique features, which are given to the Long Short-Term Memory (LSTM)
network for classification. In the resulting phase, the GM-SMO model achieves 99.46% of accuracy,
where the existing transformer-CNN has achieved only 98.76% on the UCM dataset.

Keywords: AlexNet; Gaussian Mutation-Spider Monkey Optimization; generative adversarial net-
work; scene classification; VGG19

1. Introduction

Remote sensing images have a higher resolution from the advancement of imaging
technology. Remote sensing images are used in many fields such as environmental moni-
toring, land use classification, change detection, image retrieval, and object detection. The
remote sensing image scene classification task aims to classify the scene into remote sensing
images based on semantic information, which is highly useful in practical applications [1].
Remote sensing image scene classification attracts many researchers due to its wide applica-
tions. Deep learning performs well for remote sensing scene classification for each category
that has a sufficient number of labeled images [2]. Scene classification provides the accurate
classification of satellite images and this is an essential problem in remote sensing images
for a correct category such as farm, highway, river, and airplane for unlabeled images
that are applied to interpretation tasks such as land resource management, residential
planning, and environmental monitoring. Remote sensing scene classification has higher
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image resolution than natural images, different target orientations, dense distribution,
and small target objects [3]. Remote sensing scene classification is considered an assigned
task for the specific semantic label of the remote sensing scene. This is used in a wide
range of practical applications such as land use classification, natural disaster detection,
environment prospecting, and urban planning [4,5].

In deep learning technology, Convolutional Neural Network (CNN) models provide
efficient classification performance in various fields [6-13]. Common techniques of low-
level feature extraction or hand-crafted features are structure, texture, spectrum, and color
or combination of features to distinguish remote sensing images. Most representative
feature descriptors such as SIFT, texture features, and color histograms are among the hand-
crafted features. The low-level feature extraction performs better in remote sensing images
for spatial arrangements and uniform structures that has limited performance in remote
sensing images of semantic information [14,15]. Deep learning technique automatically
extracts global features or high-level features for better learning of the input images.
Recently, deep CNN methods have become the state-of-art model for remote sensing
classification, yet they still have some limitations [16]. The existing CNN models have
limitations of imbalanced data problem, overfitting and lower efficiency in classify similar
images [17,18]. The contribution and objectives of this study are discussed in this research:

e Proposed GM-SMO to select the unique features from the extracted features that
reduce the overfitting and imbalanced data problem. The GM-SMO model change the
position of solution after exploration to increases the exploitation.

e Implemented GAN model is for augmentation of minority class and reduce the imbal-
anced data problem. The GAN model helps to distinguish the features for the objects
and selects the unique features.

o  The AlexNet and VGG19 models are used to extract high-level deep features from the
input images. The deep features provide detailed information about the images that
helps to achieve better classification. Further, the GM-SMO model balances exploration
and exploitation ability of the model to further improve classification performance.

This paper is organized as follows: a literature survey of scene classification is given in
Section 2 and the explanation of the GM-SMO model is given in Section 3. The simulation
result is given in Section 4 and the result is given in Section 5. The conclusion is given in
Section 6.

2. Literature Survey

The scene classification technique is helpful for many practical applications such
as land utilization and planning. CNN-based models were widely applied for scene
classification techniques and show considerable performance. Some of the recent CNN
models in scene classification were surveyed in this section.

Xu et al. [19] applied a graph convolutional network using a deep feature aggregation
technique named DFAGCN for scene classification. The pre-trained CNN model is applied
for extracting multi-layer features and a graph CNN model was applied to effectively reveal
convolutional feature maps. A weighted concatenation technique was applied to introduce
three weighting coefficients to integrate multiple features. The graph CNN model has lower
efficiency due to overfitting and imbalanced data problems. Bazi et al. [20] applied a vision
transformer for scene classification in remote sensing and this is considered a state-of-art
model in NLP as in the standard CNN model. Multi-head attention technique was applied
as the main building block to extract information. Images in the patches were divided
and flattening-embedding was used to keep the information. The first token sequence was
applied to a softmax classification and several data augmentation technique was applied to
generate more data for training. The overfitting problem occurs due to the generation of
more features in a convolutional layer.

Alhichri et al. [21] applied a deep CNN model for remote sensing scene classifica-
tion. CNN model learns feature maps from larger regions of scene and feature map was
computed in attention technique as a weighted average of feature maps. The EfficientNet-
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B3-Attn-2 was pre-trained CNN enhanced with attention technique. The weights are
measured in the network using a dedicated branch. This model requires a greater number
of images for training and has an overfitting problem. Ma et al. [22] applied a multi-
objective model for scene classification named as SceneNet. Hierarchical optimization
technique was applied to implement a more flexible search and coding process in remote
sensing scene classification. Multi-objective optimization technique was applied to bal-
ance the performance error and computational complexity based on the Pareto solution
set. The optimization technique has the limitation of local optima trap and overfitting
in classification.

Zheng et al. [23] addresses the dilemma and applies multiple small-scale datasets
for model generalization learning for efficient scene classification. A Multi-Task Learning
Network (MTLN) was applied for training a network and handling heterogeneous data.
The MTLN model considers each small dataset as an individual task and complementary
information was used to improve generalization. The MTLN model has an imbalanced data
problem and lower efficiency in handling the feature selection. Xu et al. [24] applied a Global
Local Dual Branch Structure (GLDBS) using image discriminative features for various levels
of fusion that was applied to improve performance on scene classification. CNNs model
generate energy map to transform binary image to obtain a connected region. A dual
branch network was constructed for CNN based models and the model was optimized
using joint loss. The GLDBS model has lower efficiency in learn discriminative features
and misclassification is occurring in more similar categories.

Tang et al. [25] applied an attention consistent network (ACNet) using Siamese net-
work for remote sensing scene classification. The ACNet dual branch structure retrieves
spatial rotation from image pairs of the input data and this helps to fully explore global
features. The attention technique was introduced to mine the feature information from
input images. The spatial rotation and similarities influences are considered in an attention
model to unify the salient features. Bi et al. [26] applied Local Semantic Enhanced ConvNet
(LSE-Net) for remote sensing scene classification. The LSE-Net model consists of discrim-
inative representation and a convolutional feature extractor. A multi-scale convolution
operator was combined with convolution features of multi-scale and multi-level for feature
representation. The ACNet and LSE-Net models has an overfitting problem due to the
generation of more features in the convolutional layer.

Cheng et al. [27] applied Inter Calibration (IC) and Self Calibration (SC) named as
Siamese-Prototype Network (SPNet) for remote sensing scene classification. The support
labels were used for supervised information to provide relevant features for classification.
The three losses were used to optimize the model; one loss was used to learn feature
representation, and thus provide an accurate prediction. The model has lower efficiency
due to the overfitting problem and imbalanced data problem. Shamsolmoali et al. [28]
applied a rotation equivalent feature pyramid network named REFIPN for remote sensing
scene classification. The single shot detector was applied in the pyramid module for feature
extraction and an optimization technique was applied to generate regions of interest. The
model has lower efficiency due to overfitting and imbalanced data problem in classification.

Li et al. [29] applied Multi-Attention Gated Recurrent Network (MA-GRN) for remote
sensing scene classification. Network multiple stages use features of local texture features
and deep layers’ global features. Spatial sequences were used for features and applied
to GRU to capture long range dependency. The MA-GRN model has lower efficiency in
classifying small objects and on imbalanced datasets. Zhang et al. [30] applied a combi-
nation of transformers and the CNN model for remote sensing scene classification. The
self-attention was applied in ResNet model based on the Multi-Head Self-Attention model
using spatial revolutions of 3 x 3 in bottleneck. The transformers are encoded to improve
the feature representation based on attention. The transformer and CNN model have
overfitting problems due to the generation of more features in the convolutional layer. In
order to address the aforementioned concerns, a new model is proposed in this manuscript
for effective remote sensing scene classification.
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3. Proposed Method

The GAN model is applied to three datasets such as UCM, AID, and NWPU45 to
augment images in minority classes. The AlexNet and VGG19 models were applied to
extract the features from input images. The GM-SMO model is applied to extracted features
to select relevant features for classification. The overview of GM-SMO model in scene
classification is shown in Figure 1.

Input Remote Sensing
Images datasets

|

Generative Adversarial
Network (Generation of
images for minor classes)

|

AlexNet

VGG19

CNN models for feature extraction

l

Gaussian Mutation - Spider
Monkey Optimization
(Feature Selection)

|

LSTM model for Scene
classification

Figure 1. GM-SMO feature selection and CNN based feature extraction model for remote sensing
scene classification.

3.1. Dataset Description

The proposed model’s performance is analyzed on three benchmark datasets such as
UCM, AID, and NWPU45. The AID includes 10,000 images with pixel size of 600 x 600
and 0.5 to 8 m resolution, and it includes 30 classes. Correspondingly, the UCM dataset
contains 2100 images with pixel size of 256 x 256 and resolution of 0.30 m, and it includes
21 classes. Additionally, the NWPU45 dataset comprises 31,500 images with pixel size of
256 x 256 and resolution of 0.2-30 m. The NWPU45 dataset covers more than 100 nations’
geo-locations and has 45 classes. The sample images of UCM, AID, and NWPU45 are
represented in Figures 2—4.
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Figure 4. Sample images of NWPU45 dataset.

3.2. Generative Adversarial Network (GAN)

A generative model-specific framework is GANs. The generative model learns data
distribution p,, from samples set xt, oo, (images) to generate new images based on
learned data distribution. GANs model and its variants are used for generating labeled
images: one part of the model involves learning the objects in the images based on class,
separately, and the other involves class related to labeled classes.

The first variant of GAN is Deep Convolutional GAN (DCGAN). Radford et al. [31]
proposed the architecture for both G and D networks of deep CNNs. This provides
architectural steps for stable training of GAN and modification of Goodfellow et al. [32]
original GAN, which is the basics for recent GAN research. Two neural networks are
present in a model that is used to train simultaneously. The discriminator is the first
network and this is denoted as D. The discriminator’s role is to discriminate between
samples real and fake. A sample x is imputed and output D(x) is the probability of real
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samples. Generator G is second network and samples are generated in the generator and D
is real samples with high probability. The input samples zb, ..., 2" provide G from simple
distribution p, usually a uniform distribution and the image space of distribution p; maps
G(z). The objective of the model is to G achieve pg = pgas,, as in Equation (1).

e B gy 10g D (x) + Bz, l0g(1 — D(G(2)))] M
The D(x) is maximized to train the discriminator for images in the discriminator
with X ~ pga, and the model uses x = pg,, for images to minimize D(x). The G(z)
generates images in the generator to adjust D during training such that D(G(z)) ~ paata-
The generator is trained to increase D(G(z)), or equivalently reduce 1 — D(G(z)). The
generator increases its ability to generate more realistic images during training and the
discriminator increases its ability to differentiate the real from generated images.

Generator Architecture: The generator network considers a vector of 100 random
numbers from uniform distribution as input and output are provided as objects in remote
sensing images in the size of 64 x 64 x 1. The network architecture consists of a fully
connected layer reshaped to a size of 4 x 4 x 1024 and an up-sample of four fractionally
strided convolutions in kernel size of 5 x 5 in the sample image. A deconvolution or
fractionally-strided convolution is interpreted as pixels” expansion by applying zeros in
between them. A larger output image was generated by convolution of the expanded image.
Each network layer is applied with batch-normalization excluding the output layer. In the
GAN learning process, the entire mini-batch was stabilized using normalizing responses
to have unit variance and zero mean and the generator was prevented from collapsing
all samples. ReLU activation function was applied in all layers and the output layer was
applied with tanh activation function.

Discriminator Architecture: A typical CNN architecture has a discriminator network
that considers input images in the size of 64 x 64 x 1 and output is one decision (real or
fake). The kernel size is set as 5 x 5 in four convolution layers of the network and a fully
connected layer. Each convolution layer is applied with strided convolutions instead of
pooling layers to reduce spatial dimensionality. Each layer of the network is applied with
batch-normalization excluding input and output layers. Leaky ReLU activation functions
f(x) = max (x, leak x x) are applied in layers except for the output layer and sigmoid
function with likelihood probability (0, 1) image score in the output layer. The Generative
Adversarial Network’s [33] architecture is shown in Figure 5.

J

|
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Minority class Samples
data ) P
Discriminator \ _/
@ ——
£
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'; data ) e 9
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E —] =
e
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2
2
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Figure 5. Generative Adversarial Network for generation of images in minority classes.

3.3. CNN-Based Feature Extraction

Convolution is a linear operation for feature extraction based on kernel, which is
a small array of numbers. Kernel is applied on input for an array of numbers called a
tensor [34,35].
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A typical down-sampling operation is performed using a pooling layer to reduce
feature maps of in-plane dimensionality. This introduces a translation invariance to small
distortions and shifts, and decreases learnable parameters.

Pooling layer or final convolution of feature maps outputs are usually flattened, i.e.,
converted into a 1D array of numbers and connected to one or more fully connected layers,
known as dense layers, so that every input is connected to a learnable weight of every
output. The CNN architecture for feature extraction is shown in Figure 6.

Pooling
Layer

Input Frames
Convolution Pooling Coiivolits
o Layer onvolution
Layer
ey Extracted
Connected
Features
Layer

Figure 6. Convolutional Neural Network architecture for feature extraction process.

3.3.1. AlexNet

Various types of research [36,37] show AlexNet’s successful performance in classifi-
cation and more significant performance in image processing than previous models. The
researchers in deep learning show much interest in AlexNet due to its efficiency.

AlexNet model is applied with activation function and activation function provides
neural networks’ non-linearity. Traditional activation functions are arctan function, tanh
function, logistic function, etc. These functions generally cause gradient vanishing problems
and a small range of 0 is applied with a larger gradient value. Rectified Linear Unit
(ReLU) activation function is applied to overcome this problem. Equation (2) provides the
ReLU model.

ReLU(x) = max(x,0) 2)

The ReLU gradient provides 1 output if the input is not less than 0. This shows
that ReLU function provides higher convergence than tanh unit in deep networks. More
acceleration is gained during the training process.

The dropout layer is applied in a fully connected layer to solve the overfitting problem.
The dropout layer trains only a part of the neurons and skips the remaining neurons to
avoid overfitting. For instance, if dropout is set as 0.1, then 10% of the neurons are skipped
in training for every iteration. Generalization is improved by dropout to minimize neurons’
joint adaptation and cooperation between neurons. Dropout is applied on several sub-
layers of the network. The same loss function is shared in each single sub-network and
causes overfit to a certain extent. Sub-networks” entire network output is provided and
dropout improves the robustness of the model.

Convolution and pooling layers automatically perform feature extraction and reduc-
tion in the model. Convolutional layers are applied for images to increase the performance.
Considering image M in (m, n), size and convolution are given in Equation (3).

C(m,n) = (M x w)(m,n) =Y,y M(m —k,n—Iw(k,1) (3)



Remote Sens. 2022, 14, 6279

8 of 20

where kernel w size is (k,I), convolution provides a model solution to learn features of
image and parameter sharing reduce complexity. Neighbouring pixel groups are applied
in feature maps of pooling layer to reduce features and representation is provided by some
values. The feature map size is 4 x 4, and every 2 x 2 block has max value to generate max
pooling and reduce for feature dimension.

Cross change normalization improves generalization. The same position of several
adjacent maps sum is provided by cross channel normalization in neurons. Normalized
feature maps are applied to next layers.

Fully connected layers perform classification and neurons are connected to adjacent
neurons in next layer. These layers use softmax activation function for the classification.

Softmax output is present in the range of (0, 1) to activate neurons. Overlapping
pooling is performed and various input images from datasets are used for AlexNet training.
The AlexNet architecture for feature extraction is shown in Figure 7.

Pre-processed Images

|

Conv 1

|

Max-Pool 1

!

Conv 2

|

Max-Pool 2

|

Conv 3
Conv 4

Conv 5

!

Fully Connected 1

|

Fully Connected 2

!

Extracted Features

Figure 7. AlexNet model for feature extraction scene classification.

3.32. VGG 19

Oxford Robotics Institute developed a type of CNN model, which is named as Visual
Geometry Group Network (VGG) [38,39]. VGGNet provides good performance in data
cluster of ImageNet data. Five building blocks are present in VGG19. Two convolutional
layers and one pooling layer are present in first and second building blocks, followed by
four convolutional layers and one pooling layer which are present in the third and fourth
blocks. Four convolutional layers are present in the final block and small filters 3 x 3 are
used. The VGG19 architecture in feature extraction is shown in Figure 8.
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Figure 8. VGG19 architecture for feature extraction on scene classification.

3.4. Spider Monkey Optimization

The SMO technique is a metaheuristic technique based on the social behavior of the
spider monkey, adopting fusion and fission swarm intelligence for foraging [40—43]. Spider
monkeys are in groups of 40 to 50 members. Food searching tasks in a territory are divided
by a leader. Generally, spider monkeys live with 40 to 50 members of a swarm and a leader
decides to partition food searching tasks in a territory. A female lead is selected as a global
leader in the swarm and, in case of food insufficiency, this creates mutable smaller groups.
The group size is based on food availability of specific territory. The spider monkey’s size
is directly proportional to available food. The SMO based method of swarm intelligence
(SI) satisfies the necessary conditions:

Labor division: smaller groups are created to divide foraging work for spider monkeys.
Self-organization: Food availability requirement is selected using group size.

An intelligent decision is carried out by intelligent foraging behavior.

Food search is initiated using swarm.

Food source individuals are measured using computing distance.

The food group members of individual’s distance alter the locations for the consideration.
Food source individual distance is calculated.

SMO method uses train and error for six phases of collaborative iterative process:
global leader decision phase, learning phase, global leader, global leader phase, local leader
decision phase, local leader learning phase, and local leader phase. The SMO method work
flow is represented in Figure 9.
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Figure 9. Gaussian Mutation-Spider Monkey Optimization for feature selection on scene classification.
The SMO method step-by-step process is given below.

3.4.1. Initializing

SMO method distributes population P of spider monkeys SM,, (where pth monkey
of the population is denoted as SMy, and p = 1, 2... P). Monkeys are M-dimensional
vectors, where total number of variables is denoted as M. One possible solution of each
SM,, is provided. SMO initializes each SM), using Equation (4).

SMpq = SMminq + UR(O, 1) X (SMmuxq - SMminq) (4)

where

SMyp, is pth SM of gth dimension.

SM,, lower and upper bounds are SM,; and SMaxg in the gth direction for random
number of UR (0, 1), uniform distribution is in range of [0, 1].

3.4.2. Local Leader Phase (LLP)

The current location is changed by SM using local group members and local leader
past occurrences. The new location is updated for SM location if fitness value of new
location is higher than previous location. The location update of pth SM of Ith local group
is provided in Equation (5):

SMnewp; = SMy + UR(0,1) x (LLig = SMpy ) +UR(~1,1) x (SMyg — SMpg)  (5)

where
The Ith local group leader location of gth dimension is denoted as LLj,.
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The Ith local group of Ith SM is randomly selected for gth dimension and is denoted as
SM;q, such thatr, p.

3.4.3. Global Leader Phase (GLP)

After LLP, GLP is started to update the location. Experiences of local group members
and global leader are used to update SM location. The location update is provided in
Equation (6):

SMnewpg = SMyg + UR(0,1) x (GLig — SMyy ) + UR(~1,1) x (SMyy — SMyy)  (6)

where gth dimension of global leader location is denoted as GL;; and an arbitrarily selected
indexisg=1,2,3,... M.

The SM fitness calculates probability prb, in this phase. The location of SM, based
on probability value, is updated and better location candidate has access to a number of
possibilities to improve convergence. The probability calculation is given in Equation (7).

frp

o~ @)
22’21 frp

prby, =

where pth SM fitness value is denoted as f1,. The new location fitness of SM’s is calcu-
lated and compared with the previous location. The best fitness value of the location is
considered.

3.4.4. Global Leader Learning (GLL) Phase

The global leader location update is performed using a greedy selection technique. The
SM location updated is based on the global leader location for best fitness in the population.
The global leader is applied with the optimum location. An increment of 1 is added to
Global Limit Count if updates are encountered.

3.4.5. Local Leader Learning (LLL) Phase

The local group is applied using the greedy selection method to update the location of
the local leader. The SM location is updated with local leader location for best fitness in a
specific local group. The local leader is assigned to the optimum location. The increment of
1 is added to the Local Limit Count if no updates are encountered.

3.4.6. Local Leader Decision (LLD) Phase

Local group candidates modify the location randomly as per step 1 when a local leader
does not update its location or uses the past information from local and global leaders
based on pr using Equation (8).

SMnewpg = SMpg + UR(0,1) x (Gqu - SMW) +UR(0,1) X (SMyg — LLpg)  (8)

3.4.7. Global Leader Decision (GLD) Phase

The population splits into small-size groups as per the global leader’s decision if the
location is not updated for a global leader up to the Global Leader Limit. The splitting
process occurs for a maximum number of groups (MG) is received. A local leader is
selected at each iteration for the newly shaped group. Allowed groups are created at the
maximum number and the global leader does not update its position until the allowed
limit of pre-fixed, then global leader aims to merge entire groups into a single group.

The SMO processing controls parameters are as follows:

Perturbation rate (pr)

Max number of groups (MG)
GlobalLeaderLimit

Value of LocalLeaderLimit
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3.4.8. Gaussian Mutation

The SMO method is trapped in a local optimum in complex problems of the iterative
optimization process. During iteration, the algorithm solution value remains unchanged.
To increase the algorithm probability and algorithm shortcoming, this technique jumps
out of the position of local optimal and adds random perturbation and Gaussian mutation
and continues to process the algorithm. The Gaussian mutation formula is shown in
Equation (9).

Jiter+1 _ { XM 4 rand ifr>02 9
X x Gaussian(u,0)  otherwise

where random perturbation or Gaussian mutation selection probability is r; and rand was
a random number in the range of [0, 1]. The distribution of Gaussian variation is given in

Equation (10).
» _ (1 -
Gaussian(p, o) = < 271(7) exp( 552 (10)

where the variance is denoted as ¢ and the mean value is denoted as .

3.5. LSTM Model

The LSTM model is introduced by Hochreiter and Schmidhuber [44] as an evolution of
the RNN model. This model overcomes the limitation of RNN using additional interactions
per module. LSTMs are a type of RNN that learn long-term dependencies and remember
information for a long time as a default. A chain structure of the LSTM model is given in
research [45]. A different structure is present in the repeating module. Four interaction
layers with unique communication method is applied instead of standard RNN or a single
neural network. The LSTM structure is shown in Figure 10.

h,
Cos ® @ ‘
-
e
Lo | [eeme] [o ] [ ]
—’hl

w, | wfl w,-| W, |

Xt

he 4

Figure 10. LSTM unit for remote sensing scene classification.

A typical LSTM network consists of cells and memory blocks. The next cell is trans-
ferred into two states: a hidden state and a cell state. The main chain of data flow is the cell
state that allows data to flow essentially unchained. Some linear transformation is carried
out and sigmoid is used to remove or add data in the layer. A gate is similar to a series of
matrix operations or a layer that has various individual weights. LSTMs are developed to
reduce long-term dependency using memorizing process to control gates [46].

4. Experimental Setup

The implementation details of datasets, parameter settings, and system requirements
are discussed in this section.
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Datasets: The UCM [47] dataset has 100 images per class, 21 classes, 2100 total images,
0.3 m spatial resolution, and 256 x 256 image size. The AID [48] dataset has 200-400 images
per class, 30 classes, 10,000 total images, 0.5-0.8 m spatial resolution, and 600 x 600 image
size. The NWPU45 [49] dataset has 700 images per class, 40 classes, 31,500 total images,
0.2-0.3 m spatial resolution, and 256 x 256 image size. As seen in the AID, the number of
images varied per class, where this imbalanced data problem is effectively addressed by
the GM-SMO model.

Parameter settings: In AlexNet and VGG19 model, the learning rate is set as 0.01, the
dropout rate is set as 0.1, and the Adam optimizer is used. In LSTM network, the loss
function is categorical cross entropy loss function and optimizer is Adam. In GM-SMO, the
population size is set as 50, and number of iterations is set as 50. The 5-fold cross validation
is applied to test the performance of the model.

System Requirement: Intel i9 processor, RAM is 128 GB, Graphics card is 22 GB, and
OS is Windows 10-64 bit. MATLAB 2022a was used to evaluate the performance of the
GM-SMO technique.

5. Results

The GM-SMO model is applied to scene classification to improve the efficiency of
the model. The GM-SMO model is tested on three datasets and accuracy is shown for 10
epochs. The GM-SMO model is tested and compared with deep learning techniques and
feature selection techniques on scene classification. The GM-SMO model is also compared
with existing methods in scene classification for three datasets. The Grey Wolf Optimization
(GWO), Firefly (FF), and Particle Swarm Optimization (PSO) were compared with the
GM-SMO technique on scene classification.

The GM-SMO method accuracy for various numbers of epochs for three datasets is
shown in Figure 11. This shows that the GM-SMO method increases the accuracy up to
8 epochs and accuracy decreases after 8 epochs. The reason for the decrease in accuracy after
8 epochs is the overfitting problem. The generation of more features in the convolutional
layer and repeated learning of the features creates an overfitting problem. The Gaussian
mutation in the SMO method helps to learn unique features for classification and increases
the exploitation. The Gaussian mutation technique helps to reduce the overfitting problem
and increases the performance of classification.

100

98 e

9% ,v / /'/,

94 a0 A

Accuracy (%)

920

88
1 2 3 4 5 6 7 8 9 10
Number of Epochs

~+=UCM -=-AID NWPU45
Figure 11. GM-SMO method accuracy vs. number of epochs in scene classification.

The GM-SMO method is measured with accuracy and sensitivity for three datasets and
compared with deep learning techniques, as shown in Table 1 and Figure 12. The GM-SMO
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model uses the AlexNet-VGG19 model for feature extraction from given images. The
GM-SMO method performs feature selection with better exploitation that helps to reduce
the overfitting problem in scene classification. The existing deep learning models such
as GoogleNet, ResNet, Artificial Neural Network (ANN), and Recurrent Neural Network
(RNN) have overfitting problems and provide lower efficiency. The existing method
generates more features in the convolutional layer and lacks feature selection techniques
for classification. The GM-SMO with LSTM has obtained higher performance than the
existing techniques in scene classification. The GM-SMO with LSTM has 99.46% accuracy
and 99.41% sensitivity, which are better than the other models. The local understanding
of the images is good enough in the GM-SMO with LSTM model; therefore, it obtains
better classification results compared to other classification models. In addition, the Z-test’s
p-value of individual classifiers is mentioned in Table 1.

Table 1. Deep learning techniques’ performance in scene classification on three datasets.

Methods Accuracy (%) Sensitivity (%) p-Value
GoogleNet 92.44 90.28 <0.10
ResNet 92.67 90.9 <0.10
ANN 92.67 93.89 <0.05
RNN 94.04 94.68 <0.05
LSTM with GM-SMO 99.46 99.41 <0.01
100
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AlexNet ResNet VGGI16 VGGI19 GM-SMO
Deep Learning Models

m Accuracy (%) = Sensitivity (%)

Figure 12. GM-SMO method’s accuracy and sensitivity compared with deep learning in three
datasets.

The GM-SMO method performance is compared with existing feature selection tech-
niques, as shown in Table 2 and Figure 13. The existing feature selection techniques such
as GWO, FF, and PSO have a limitation of local optima trap due to lower exploitation.
The Gaussian mutation is applied in the SMO technique to increase the exploitation and
overcome the overfitting problem. The Gaussian mutation changes the solutions related to
the best solution that increases the exploitation in feature selection. The GM-SMO model
selects unique features for scene classification that help to increase the sensitivity of the
model. The GM-SMO model has 99.46% accuracy and 99.41% sensitivity, which are better
compared to the existing optimizers.
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Table 2. Feature selection techniques’ comparison in scene classification on three datasets.

Methods Accuracy (%) Sensitivity (%)
PSO 91.23 90
FF 93.14 90.94
GWO 94.28 91.18
SMO 94.6 91.6
GM-SMO 99.46 99.41
100
98
96
%
€
£ 92
B
s
90
88
86
84
PSO FF GWO SMO GM-SMO

Methods

= Accuracy (%) = Sensitivity (%)

Figure 13. GM-SMO method accuracy and sensitivity compared with existing feature selection
techniques.

The imbalanced data problem decreases the performance of scene classification in
existing techniques. A common technique applied for imbalanced data problems is aug-
mentation to generate similar images. Table 3 and Figure 14 show the GAN augmentation
performance with standard augmentation. Although images generated by augmentation
are highly similar, it is difficult to learn unique features, overfitting, and misclassification
among similar categories. GAN based augmentation is applied in this study to generate
similar images in minority classes and unique feature learning. The GAN based opti-
mization technique has higher efficiency in three datasets than augmentation and SMOTE
techniques. The GAM GM-5MO method has 99.46% accuracy and 99.41% sensitivity, and
augmentation model has 99.24% accuracy and 98.31% sensitivity in UCM dataset.

Table 3. Sampling techniques for scene classification.

Datasets Methods Accuracy (%) Sensitivity (%)
SMOTE 97.35 96.53
UucCM Augmentation 99.24 98.31
GAN 99.46 99.41
SMOTE 94.2 95.14
AID Augmentation 95.34 95.67
GAN 98.2 98.31
SMOTE 92.1 92.3
NWPU45 Augmentation 93.46 93.16

GAN 96.73 96.6
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Figure 14. GM-SMO performance in the sampling process.

By inspecting Table 4, the proposed GM-SMO with LSTM classifier obtained higher
classification results compared to other classifiers: GoogleNet, ResNet, ANN, and RNN,
with limited computational time. As specified in Table 4, the GM-SMO with LSTM classifier
consumed 12, 23, and 34 s per image of computation time on the UCM, AID, and NWPU45
datasets. Sample classification output image is depicted in Figure 15.

Table 4. Results of the GM-SMO with LSTM classifier in terms of means of computational time.

Computational Time (s)

Classifiers ucm AID NWPU45
GoogleNet 25 41.09 50.36
ResNet 32 38.50 48
ANN 19.43 36.20 4538
RNN 15.12 35 4
LSTM with GM-SMO 12 23 34
Class

Classified images

‘ﬂ( »’? A—— .
- . ﬁ&“ = Class properly classified
u .Ba .1“,;;} &= Class improperly classified

Figure 15. Sample classification output image.

Comparative Analysis

The GM-SMO model is compared with existing techniques in scene classification on
three datasets such as UCM, AID, and NWPU45, and the comparative results are mentioned
in Tables 5-7. The GM-SMO method is compared with existing techniques on the UCM
dataset, as shown in Table 5. The existing CNN model has limitations of imbalanced data
problem and overfitting problem in the scene classification. The GM-SMO model applies
the GAN model to augment the minority classes and increase their performance. The
Gaussian mutation changes the solution after exploration to increase the exploitation of the
model. The GM-SMO method selects the unique features to overcome the overfitting and
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imbalanced data problem. The GM-SMO model has achieved 99.46% accuracy, which is
better compared to other methods on the UCM dataset.

Table 5. GM-SMO is compared with existing methods on the UCM dataset.

Methods Accuracy (%)
DFAGCN [19] 98.48
vision transformer [20] 97.90
EfficientNet-B3-Attn-2 [21] 97.90
SceneNet [22] 99.10
MTLN [23] 97.66
LSE-Net [26] 98.53
MA-GRN [29] 99.29
transformers—CNN [30] 98.76

GM-SMO 99.46 4+ 0.0238

Table 6. GM-SMO method comparison with existing methods on AID dataset.

Methods Accuracy (%)
DFAGCN [19] 94.88
vision transformer [20] 94.27
EfficientNet-B3-Attn-2 [21] 96.56
SceneNet [22] 89.58
MTLN [23] 92.54
GLDBS [24] 97.01
ACNet [25] 95.38
LSE-Net [26] 94.41
MA-GRN [29] 96.19
transformers—CNN [30] 95.54

GM-SMO 98.20 4+ 0.2590

Table 7. GM-SMO method comparison with existing methods on NWPU45 dataset.

Methods Accuracy (%)
DFAGCN [19] 89.29
vision transformer [20] 93.05
SceneNet [22] 95.21
MTLN [23] 89.71
GLDBS [24] 94.46
ACNet [25] 92.42
LSE-Net [26] 93.34
SPNet [27] 83.94
MA-GRN [29] 95.32
transformers—CNN [30] 93.06

GM-SMO 96.73 + 0.0432

The GM-SMO model is compared with existing techniques in scene classification on
the AID dataset, as shown in Table 6. The GM-SMO model selects unique features for the
classification to solve the overfitting problem and imbalanced data problem. The GM-SMO
model changes the solution of the SMO technique to increase the exploitation of the model.
The GM-SMO model has achieved 98.20% accuracy, which is superior compared to other
models on the AID dataset.

The GM-SMO method is compared with existing scene classification techniques on
NWPU45 dataset, as shown in Table 7. The existing CNN based models have a limitation
of imbalanced data problem and overfitting problem in scene classification. The GM-SMO
model changes the solution of SMO technique after exploration to increase the exploitation.
The GM-SMO model maintains the tradeoff between exploration and exploitation to find
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the relevant features for classification. The GM-SMO model selects unique features to
overcome the overfitting and imbalanced data problem. The GM-SMO model has 96.73%
accuracy, which is better compared to transformers—CNN [30], MA-GRN [29], and other
comparative models.

6. Conclusions

Scene classification helps to classify the object or land use such as a farm, airplane, or
stadium from remote sensing images. The existing CNN based models have limitations of
overfitting problems, imbalanced data problems, and misclassification of similar categories.
This research proposes a GM-SMO technique for the feature selection process to improve
the classification performance of scene classification. The GM-SMO model selects unique
features to overcome the imbalanced data problem and overfitting problem. The GAN
model is applied for the augmentation of images and to reduce imbalanced data problems.
The AlexNet and VGG19 models are applied to extract the features from remote sensing
images. The GM-SMO model has 98.20% accuracy, LSE-Net has 94.41% accuracy, and
MTLN has 92.54% accuracy on the AID dataset. The future work of this research involves
applying the proposed model to the real time datasets to further validate the efficiency
of the model. However, the proposed model is computationally complex, which can be
addressed in future work by implementing an unsupervised deep learning model.
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Abstract

The growing development in the sensory implementation has facilitated that the human activity can be used either as a tool for remote control of the
device or as a tool for sophisticated human behaviour analysis. The prime contribution of the proposed system is to harness the potential of learning
approach in order to carry out computational efficiency towards activity recognition process. A template for an activity recognition system is also
provided in which the reliability of the process of recognition and system quality is preserved with a good balance. The research presents a
condensed method of extraction of features from spatial and temporal features of event feeds that are further subject to the mechanism of machine
learning to enhance the recognition accuracy. The importance of proposed study is reflected in the results, which, when trained using KNN, show
higher accuracy performance. The proposed system demonstrated 10-15% of memory usage over 532 MB of digitized real-time event information
with 0.5341 seconds of processing time consumption.

Article Preview

Top
Review Of Literature

The existing approaches based on conventional Local Spatio-Temporal (LST) are suffered from various challenges like dynamic background and
illumination. To enhance this problem, the work of Zhang and Parker (2016), provides a multi-dimensional colour-depth LST feature-based feature
detector technique to represent various features such as shape, pose variation, texture with local maxima as a region of interest. The authors have
also used a support vector machine (SVM) with feature representation to build an effective action detection system. The study uses different
standard datasets to demonstrate the effectiveness of the presented technique.
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Acceptance of manuscript

Dear Dr. R,,

We are pleased to inform you that your manuscript has been accepted
for publication in Indian Journal of Agricultural Research. Your submission
is a well-thought out piece of writing and follows many of journal guidelines.
The editors agreed that your submission showed great writing skills.

Manuscript Computer Vision and Machine Learning in Paddy Diseases
Title : Identification and Classification: A Review

Author(s): Hemanthakumar R. Kappali, K.M. Sadyojatha, S.K.
Prashanthi

Congratulations to you once again on your article acceptance in ARCC
Journals, and we look forward to receiving more of your good submissions.

With Best Wishes and Seasonal Greetings,
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e
Gaurav Gupta
Managing Editor
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Deepak Waikar <deepak.waikar@iucee.org>
Sat 12/3/2022 7:53 PM

To:Deepak Waikar <deepak.waikar@iucee.org>

We highly appreciate your participation and we hope that you may have found the [UCEE-Vishwaniketan Mini-
Symposium on Problem and Project-Based Learning (P2BL) very useful to you. Please provide your views about
the Mini-Symposium on P2BL held on 2 and 3 December 2022.

Please complete the survey at the earliest.

https://forms.gle/Cfj7Zj3nDBAeGRoX6

Please note that your personal information will be kept confidential. Your responses will, only, be used for analysis
and research.

Thank you,

with best wishes,

Prof. Krishna Vedula,

Prof. Sandeep Inamdar

Dr. Deepak Waikar

Dr. Vikas Shinde

For the IUCEE-Vishwaniketan Mini-Sympo on P2BL
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